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1. Introduction

Enzymatic reactions play a fundamentally important role
in controlling and performing most life processe$.Thus,
understanding how enzymes work has both fundamental and
practical importance. In this respect it is crucial to understand
what is the origin of the enormous catalytic power of
enzymes, which remains one of the challenges of modern
biophysics. Although many elements of this puzzle were
elucidated by biochemical and structural studies, the source
of the catalytic power of enzymes has not been widely
understood and, clearly, has not been agreed upon by the
scientific community (e.g., see ref 4). The current consensus
is sometimes reduced to statements such as, “the enzyme
binds the transition state stronger than the ground state” or
“the catalytic groups are perfectly oriented”. However, such
statements are not sufficient to explain this catalytic power
since the real question is how this differential binding is
accomplished and what are the actual catalytic groups.

The issue of the origin of enzyme catalysis is, in fact,
sometimes confused and trivialized by attributing it to the
selection of the reference state (see below) and implying that
the enormous acceleration by 10 orders of magnitude is well
understood since binding energies of ligands by proteins can
reach 15 kcal/mot.As will be discussed in this review, the
issue is not the binding energy itself but rather the change
in binding energy on moving from the reactant state to the
transition state. Unfortunately, most attempts to account for
the catalytic power of enzymes cannot rationalize binding
energies of more than a few kilocalories per mole. The
problem becomes more challenging after realizing that some
enzymes catalyze their reactions by more than 20 orders of
magnitude and that this catalytic effect is entirely due to the
active site environment and has very little to do with covalent
arguments of the type promoted in refs 5 and 6.

Earlier attempts to quantify the contributions to enzyme
catalysis were reviewed in, e.g., refs 1 andl?. However,
this review will explore the origin of the catalytic power of
enzymes in a somewhat more systematic way. It will start
by clarifying recent confusions regarding the reference state
by introducing a catalytic scale that does not include the well-
understood effect of having different mechanisms in the
enzyme and in solution as well as the effect of the binding
of the reactant state. This will allow us to focus on the effect
of the enzyme environment, which must represent the true
catalytic effect (see below). We will demonstrate that the
effect of the enzyme environment can be much larger than
the estimated 15 kcal/mol provided in ref 5. Furthermore,
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15 kcal/mol effect is an enormous challenge. We will then
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review consistent calculations that can reproduce the ob-
served activation energy and the corresponding catalytic
effect, and we will point out that such calculations identify
electrostatic effects as the key catalytic contribution.

The finding of a major electrostatic contribution to
catalysis will be analyzed and shown to reflect the pre-
organized polar environment of the enzyme active site. The
relation of this finding to the local instability in enzyme
active sites will also be analyzed.

To establish the unique importance of the electrostatic
effect, it is essential to examine the magnitude of other
catalytic factors and to show that the contributions are small.
This will be done by considering nonelectrostatic proposals

and demonstrating that the corresponding effects are small

or that the given proposal is inconsistent and poorly defined.
Finally, after clarifying our energy-based considerations,
we will conclude with a short overview on the issue of
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enzyme catalysis and on the prospect for growing consensu®f Wolfenden and co-workef8. This useful scale has

in the field.

2. Formulating the Problem and Illustrating the
Nature of Different Reference States

Any discussion of catalytic effects requires one to define

established the catalytic power associated with the binding
free energy in the enzyme relative to the energy of the
transition state in the uncatalyzed reaction in water, but it
has still left the field open for possible misunderstandings
about the challenge in rationalizing enzyme catalysis. One
potential problem is associated with the fact that the mech-

a proper reference state. In the case of enzymatic reactionsanisms in enzyme and in solution can be different and this
the most natural reference state is the uncatalyzed reactiordifference is a part of Wolfenden’s scale. Another problem

in solution. However, even with this selection we may have
several ways of defining the catalytic effects. For example,
we may start with the scale introduced in the pioneering work

arises from the fact that the real challenge in rationalizing
enzyme catalysis has not been emphasized by Wolfenden’s
scale, since it includes the binding free energy of the substrate



3212 Chemical Reviews, 2006, Vol. 106, No. 8

Yun Xiang was born in 1978 in Hubei, China. After receiving his B.S. in
Chemistry from Peking (Beijing) University in 1999, he came to the United
States for graduate study. In 2004, he obtained his Ph.D. in Theoretical
Chemistry from New York University under the supervision of Prof. John
Zhang. He worked on quantum dynamics and quantum-classical dynamics
simulation of polyatomic reactions on metal surfaces, and he helped
develop novel methods for quantum calculation of biomolecular energies
and structure optimization. Currently he is a postdoctoral research
associate at the University of Southern California working with Prof. Arieh
Warshel. His research interests focus on computer simulations of protein—
ligand binding, protein structure—function correlation, and enzymatic
reactions in biological systems.

Hanbin Liu received her B.S. degree (1996) from Tianjin University and
her M.S. degree (1999) from Tsinghua University, China. Her masters
research advisor was Dezhong Shen. She moved to the U.S. and obtained
her Ph.D. from the University of Pittsburgh in 2005 under the supervision
of Prof. Kenneth D. Jordan with a thesis on improved sampling in Monte
Carlo simulations of small clusters. She is currently working as a
postdoctoral research associate with Prof. Arieh Warshel at the University
of Southern California. Her current research interests include simulating
enzyme catalysis and the isotopic effect.

(whose nature is well understood), whereas the real problem

is associated with rationalizing the large change in free
energy upon going from the ES to the ‘EQates (i.e. the
free energy associated with tleg, and the corresponding
Agt,, of Figure 1).

The comparison ofAg;, and Ag], should, of course,
reflect the fact that many enzymatic reactions involve

mechanisms different from the corresponding solution reac-

tions (e.g., refs 1 and 1315). However, this effect is well

understood and can easily be determined by using a proper

thermodynamic cycle without any consideration of the nature
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Before discussing the actual evaluation Aff, it is
important to address some recent misunderstandings about
the nature of the reference state. For example, a recent work
has implied that the above-mentioned difference, between
the regular reaction in water and the water reaction that
follows the enzyme mechanism, constitutes a major catalytic
effect, that can be considered as a new paradigm in studies
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Figure 1. Schematic description of the free energy profile for an

of the enzyme environment (see below). Thus, the real puzzlegnzymatic reaction and that for the corresponding solution reaction.

is why the enzyme reaction with the specific chemical groups

(e.g. acids and bases) is so much faster than the reactionespectively withkea/Ky andkes. Part B

with the same groups in solution.

* x ;
b, and Ag,, associated

describes the energetics
of a reference solution reaction (see also Figure 2).

The figure describes the free energitg
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of enzyme catalysis. Furthermore, it was argued that the P A
difference in mechanism, between the reaction in the enzyme e LN + O
. . . £ | 00 | H
and that in solution, could be described as a covalent \HD @) / ' "BH g /
catalysis. However, as was pointed out above, the corre- = SewEt
sponding energetics has been understood quantitatively for  water Mechanism Enzyme Mechanism Enzyme Mechanism
a long time (e.g., refs 1315) and was never a part of the (in water) [Rxn]__ (in water) [Rxn] ¢
catalytic puzzle. It is also important to distinguish between i
(i) the effect of having different mechanisms in solution and
in the enzyme and (ii) the proposal of real covalent catalysis il 4
(where nonchemical groups “bind” to the transition state). — !
At any rate, it is quite clear that studies of the catalytic power F e \— —
of enzymes should focus on elucidating the origin of the ! AR ! :
large effect of the active site environment rather than on the i X '
obvious fact that different mechanisms have different ener- } ] !

pw (incnzyme) [R}m]p,p

gies in water. Of course, one may ask whether the enzyme —_ = —
environment provides covalent or noncovalent interactions, @ E ®) (©
but this should not be confused with the availability of !

diffe_rent mechanisms in the enzyme and in soI_ution. This Chemistry (e.g. general The effect of
section will address the above problems and introduce a base instead of a water the enzyme
catalytic scale that does not include the well-understood molecule). Trivial and environment
effect of having different mechanisms in the enzyme and in fully understood.

solution as well as the effect of the reactant-state binding. Figure 2. Demonstration of the difference between the activation

To clarify our consideration, it is useful to start with the barriers for (a) a regular reaction in water, (b) a reaction that

diagram of Figure 1A, where the activation barriAg* involves the same mechanism as that in the corresponding
' enz

. enzymatic reaction, and (c) the reaction in the enzyme active site.
corresponds to the overall enzyme proficiereyKy (more These three cases correspond to [RxI[RXNps, and [Rxn}

precisely, it corresponds tQ./Kp), and Agiat corresponds The upper part of the figure describes schematically the transition
to keat (Or, more precisely, to the enzyme rate constant for states of the different cases for a reaction with and without a general
the rate-determining chemical step). The energetics of thebase.

reaction in the enzyme can now be compared to the
corresponding energetics of the reaction in solution (Figure
1B). In this respect, it is important to reclarify the common
misunderstanding (e.g. see discussion in ref 16) that “the
comparison of a first-order rate constant (in units of)s
with its second-order counterpart (in units of Ms™1) is
impossible”. Itis, in fact, rather simple to deal with the issue
by considering the free energy profile or the potential of
mean force (PMF), for the reaction in water and in the
protein, and then dividing the second-order process into the
free energy of bringing the fragments to the same cage and
the activation barrier of the first-order reactive event. This "0 /¢ o ot tronic s th o woid consider the same con-

can be done in an entirely rigorous way (see the cage concep entration effect on both the reference reaction and the

in, e.g., refs 17 and 18). The problem seems to stem from : .
. enzyme reaction. In other words, figures of the type presented
the tendency to talk about concentrations effects and aboutin Figure 1a and 1b in ref 245 represent two very different

e e e concenralon et 1 proposals and both should b formulted n stancard st
ranges. At any rate, the comparison of the enzyme andconcentratlons. The possible confusion is removed when one
o . ' . : actually draws the relevant PMFs for each proposal and
SOISt'On reactions can Ee donetelther by compariag, to evaluates the binding free energies of the RS and TS in the
Ag,, or by comparingAgc, to Ag,g. Which corresponds to  protein and solution reactions. Thus, it is important to realize
the case where the reactants are at the same solvent caggjespite frequent implications (e.g., ref 84) that all agree that
(the relationship betweemg, and Agf,.. corresponds  TSS'is the way by which enzyme catalysis is accomplished)
roughly to the 55 M concentration of water and is defined that almost all early explicit proposals represented RSD
rigorously elsewhef&19. proposals. In fact, many of the examples brought in ref 84
At this point it might be useful to clarify some points about represent clear RSD proposals. At any rate, our electrostatic
the transition-state stabilization (TSS) and the reactant-statestabilization proposal represents one of the very few non-
destabilization (RSD) proposals. The TSS proposal requiresRSD proposals.
that the transition state (TS) in the enzyme will have a lower  As stated above, it is important to have a reasonable
free energy than the corresponding TS in solution, where estimate of the energetics of the solution reactions. Fortu-
the reference energy is taken as thé 5 system. The RSD  nately, in many cases it has been possible to estimate the
proposal requires that the reactive part of the substrate inenergetics of solution reactions by simple thermodynamic
the RS of the enzyme will have higher free energy than the cycles connecting the energetics of different steps (e.g., see
corresponding reactive part in the solvent cage (see ref 90).refs 1 and 20). Furthermore, the experimental efforts of
This clear definition has been overlooked in recent works Wolfenden and co-workers have provided direct estimates
(e.g., refs 84 and 91) that considered the insightful work of for some key reaction®.Finally, combining the advance of
Schower*® as an example of an early TSS proposal. well-calibrated quantum mechanical calculations of chemical

Actually, ref 245 took Jencks's RSD proposal and argued
that it can be converted to a TSS proposal by changing the
effect of the substrate concentration on the free energy
profile. However, the RSD proposal is defined for a standard
state concentration (see discussion in section 5.1), and it
reflects a unique situation in terms of the corresponding PMF
for one substrate molecule and one enzyme molecule. As is
clear from Jencks'’s works, the RSD proposal always meant
that the reactive part of the substrate would have a positive
binding free energy at the standak M concentration. The
RSD proposal cannot be converted to the TSS proposal by
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30— serine to histidine (imidazole), whose energy is approxi-

mately given by
(nt-H 0%c=0%)

AG, ., ~ 2.3RT(pK,(Sen— pK(ImH) (1)

(5]

4 ),

The second step is an Othttack on the carbonyl of the
{ (ACpay peptide bond, whose energy is known from reactions at high
@rH 0.CO) pH (high OH" concentration).
1= Obviously, if the reaction is concerted rather than stepwise,
(AG1y.)= 138 (pK (Ser)-pK (ImH)) . .
it may have a lower barrier. Fortunately, however, the use
of ab initio calculations allows us to estimate quite accurately
the energy of the reference solution reactions. Such sfidies
Reaction Coordinate indicated that the water-assisted mechanism is concerted and
Figure 3. Schematic energy diagram for an amide hydrolysis the histidine-assisted mechanism is a more or less stepwise
reaction that occurs in water but follows the mechanism of serine reaction. At any rate, a process that can be assessed by simple
protease (see ref 1 and the text for more discussion). The figure pK, considerations cannot be considered as the central issue

demonstrates that the energetics of the stepwise path can be easily, enzyme catalysis. The key issue is the actual effect of the
determined from simple experimental information. The energetics enzyme environment, which is far from trivial.

of the more complex concerted path can be quantified by ab initio . . . . .
calculations. (Reprinted with permission from ref 25. Copyright It might be useful at this point to expand the discussion
2000 American Chemical Society.) on the validity of our estimates of the energy of the reference

reaction, and to put this in the context of general studies of
enzyme catalysis. That is, even the simple considerations

(Int"-H)(©)(C=0)

Free Energy (kcal/mol)

(Im)H-0)(C=0) -

g used in our early estimates of the energetics of the reference
fl R reaction have been quite effective, despite some early
] | l_ criticisms (e.g. ref 29). More specifically, it seems that the

! ol general difficulties in estimating activation free energies (and
|f01u1- COOH+OH‘| / perhaps the assumption that transition-state theory is not fully
2 valid) led most workers, who studied reactions in solution,
TE ; to focus on rate constants rather than on the determination
— - of the rate-limiting activation barriers. A notable exception
AR |lﬁ is the pioneering work of Guthrie (e.g. refs 30 and 31), who
o NN SN S8 was, however, partially overlooked in physical organic
| R A chemistry studies of reaction in solutions. Our realization
that only energy consideration can lead to a well defined
Fi . . . . formulation of enzyme catalysis led us to insist on the
igure 4. Experimentally determined energy diagram for a reaction . - A .
that follows the mechanism of SNase but occurs in solution. €valuation of approximate activation energies for the refer-
(Reprinted with permission from ref 111. Copyright 1989 American €NCe solution reactions (e.g. refs 14 and 32).
Chemical Society.) Since we viewed such estimates as crucial steps in any
guantitative analysis of enzyme catalysis, it was clear that
reactions in solutioti 26 and experimental constraints (e.g., we could not take some of the traditional assumptions of
refs 24-26) allows one to estimate quite accurately the physical organic chemists as a guiding rule (see, for example,
energetics of arbitrary reactions in solutidns. refs 33-35). These assumptions included the perception that
Now, fortunately, the difference between the energetics the nature of the transition states (TSs) in many reactions
of the actual reaction in solution [Rxp], and those of the  has been established experimentally, rather than being
reaction that involves the same mechanism as that in theobtained from nonunique interpretation of the experimental
enzyme active site but occurs in water (this latter reference findings. An instructive case in point is the unjustified
state will provide a “mechanism-filtered” reference state and assumption that linear free energy relationships can distin-
is designated here by [Rxn}) can frequently be assessed guish uniquely between associative and dissociative mech-
almost quantitatively without any quantum mechanical anisms of phosphate hydrolysis (see discussion in ref 34).
calculations but simply by usingkp's and related consid- ~ With this in mind, we based our early estimates on a
erations (see below). The relationship between the differentwell-defined stepwise mechanism and on cross-information
reference states is illustrated schematically in Figure 2 for a from different experiments. We also verified to ourselves
case when the enzyme reaction involves a general base (B)that the stepwise and the concerted mechanisms gave similar
More specific and quantitative illustrations are given in barriers.
Figures 3 and 4 in the specific analysis of the reference More recently, we started to use combinations of ab initio
reactions to the reaction of serine proteases and the reactiorcalculations and experiments to establish a consensus refer-
of staphylococcus nuclease. As can be seen from both Figuregnce surface (e.g. refs 25, 26, and 36). Fortunately, in most
3 and 4, we can have a significant effect from the involve- cases, it has been found that the early estimates were
ment of general bases. However, as clarified above, the effectreasonable. Here we can present, as an example, the estimate
of moving in water from one mechanism to another was of the activation energy for the reference reaction in serine
never the real problem. That is, by considering Figure 3 (see proteases, for which the early estimate was 25 kcaffmol
also refs 1 and 28), one realizes that the energetics of theand the recent ab initio estimate is 26 kcal/rfidPerhaps it
histidine-assisted catalysis in water can be estimated byis useful to point out that our early estimate has been
taking into account two steps. First, a proton transfer from criticized as being based on assumptions that contradict

33

Free Energy (kcal/mol)
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NH; NH, Table 1. Energetics of Different Enzymatic Reactions and the
BH* RO- u—c/ Corresponding Reference Reactiorfs
A BH* R—O0—C—D" ; " " ; y
0 B = Histidine H systerf AGuw  AGpw  Adea sourcé AGpwpp
¢ T . Kl 27.0 22.1 11.2 224,225 10.9 (15.8)
A - 'Et 2 AR 225 225 148 226 5.7 (5.7)
" a CA 238 238 11.0 114 13.4 (13.4)
10 CM 24.5 245 154 90 9.0 (9.0)
T trypsin 32.0 26.0 18.0 25,28,38 8.0 (14.0)
Q v DhlA 27.0 27.0 15.3 95, 96 11.7 (11.7)
= 4 AP 27.5 27.5 15.2 109 12.0
1 1 Ras/G 27.5 27.5 16.1 112 11.4 (11.4)
1 TIM 26.4 284 140 227 14.4
Ach 36.0 295 135 13,228 16.0 (22.5)
: - : lysozyme  33.6 315 180 32 13.5(15.6)
45 35 25 15 Rb(Ml) 320 320 150 229 17.0 (17.0)
NH; r(CO) [A] Rb (DI) 47.0 36.0 150 229 21.0(32.0)
ATPase 37.0 37.0 148 126 22.2 (22.2)
E RN “—R\ Pol T7 320 382 150 113 23.2 (17.0)
(] ODCase 38.8 40.0 154 36,203 24.6 (23.4)
Kf 36.0 464 19.0 230 27.4 (17.0)
B = Water SNase 36.0 51.5 149 39,109,111 33.9(21.1)
- N o2s e &J 31 aThe table gives the activation barrier (in kcal/mol) for [Rxn]
§ [Rxn]pw, and the actual enzymatic reactiénilhe following notation
is used here: Kf ketosteroid isomerase; AR aldose reductase; CA
/ = carbonic anhydrase; CM chorismate mutase; DhlA haloalkane

r(BH)

delahogenase; ATPaseF;-ATPase; AP= alkaline phosphatase; Ras/G
\ = Ras/GAP; TIM= triose phosphate isomerase; Aetacetylcholine
esterase; Rb(MIF ribonuclease (monoionic intermediate); Rb (B{)
ribonuclease (diionic intermediate); Pol ¥ DNA polymerase T7,
ODCase= orotidine 3-monophosphate decarboxylase; Kf the
. exonuclease activity of the Klenow fragment or DNA polymerase I;
45 35 25 1.5 SNase= staphylococcal nucleaseThe indicated source includes a
discussion and analysis of the reference reaction and the enzyme
r(CO) A] reaction. Note that, in several of the cases (e.g. TIM, SNase, and Kl),

. . . + + f

Figure 5. Schematic representation of thé,zorrected free energy ~ We convert the reportedg,.to Ag,, by adding 2.5 kcal/mol (see ref
surfaces for the general base-catalyzed formation of the tetrahedraP5 for discussion). For the reaction of ribonuclease, we consider both
intermediate in the attack of methanol on formamide in aqueous the diionic and monoionic mechanisms since it is not clear yet as to
solution calculated using the B3LYR-LD method. Top, histidine  Which mechanism is operational in the enzyme. The [Rxnéference
as a base; bottom, water as a base. The arrows represent the |ea$?act|on for Pol-T7 is taken with Asp as a base. The reference reaction

: : : ... for ATPase does not include the Ktgion. For the lysozyme reaction,
?rgfnrgéfp;éh(é)oonﬁthhet g(l)voeg :;gﬁ(égh (gﬁgmi](t:i\(lj Svgg;e?e;mlssmn we consider the reaction with a carbonium ion intermediate. If the actual
- Lopyrig Y- enzymatic reaction involves a nucleophilic attack by Asp 52, then the
reference reaction still involves a major carbonium character and the

. £9.37 . . . activation barrier is similar to that estimated for the carbonium
experimental factS=" and, in particular, the experimental mechanismd The catalytic effects relative to [Rxqj and [Rxn, are

finding that the reaction is concerted rather than stepwise. given with and without parentheses, respectively.
However, as we pointed out repeatedly (e.g. ref 26), the
observations that were considered as proofs for concerted . . .

paths have been simply interpretations of experiments, rathefProVides a clear illustration of the enormous effect of the
than experimental findings. For example, showing that a €NZYMe environment. _ o _

given isotope effect establishes a concerted path requires The table provides a semiquantitative illustration of the
calculations of the isotope effect for both the concerted and environmental effect of the enzyme. Our new scale removes
the stepwise mechanisms, and no such calculation has evethe binding contributions ta\g, as well as the effect of
been reported by the supporters of the concerted mechanismconsidering the [Rxn}, reference reaction. As is clear from
Thus, it is significant to note that our careful ab initio study the table, we have cases with enormous environmental
indicated that both the concerted and stepwise mechanismsffects, which are even much larger than the “upper limit”
have very similar enerd§ (see Figure 5). We also pointed 0f 15 kcal/mol limit, proposed in ref 5, based on the
out that studies that supported the concerted mechanism werginjustified assumption that the binding of substrates provide
actually gas-phase calculatioffs. a way for establishing the limit of TS binding energies.

In addition to the above sources of information about the ~ We would like to clarify at this point that our aim is not
reference reaction, we can now make use of the experimentathe compilation of a very large number of enzymatic
information provided during the past decade by Wolfenden reactions, but to establish a meaningful and reliable bench-
and co-workers (e.g. refs 12, 38, and 39). Regardless of themark. Our point is that the analysis of the reference solution
above perspective, the main practical point of this section is reaction can require a significant computational effort and
the fact that reasonable combination of experimental andwe prefer to have reliable information about a number of
theoretical studies allows us to compile the benchmark givenreactions, rather than a massive collection of unverified data.
in Table 1. The table considers different types of enzymatic Of course, our table can easily be extended, but it already
reactions, listing the energetics of the basic reaction in water, provides what we believe is a sufficiently large representa-
[Rxn]w.w, the water reaction with the mechanism that occurs tion of different catalytic effects and a benchmark that can
in the enzyme, [Rxn)y, and the actual reaction in the easily be used to verify or to exclude different catalytic
enzyme. The results are also depicted in Figure 6, which proposals.
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Figure 6. Activation free energies of representative enzymatic reactingénl and the corresponding reference solution reactions for the

same mechanism as the enzymatic reactj@g;(v) and the actual mechanism in watequvyw). The notation of the different enzymatic
reactions is defined in Table 1.

After establishing the above benchmark, we are ready to rate constant of a reaction starting from the structure of the
explore the origin of its enormous catalytic effects. In doing given enzyme. Since the key factor in such calculations is
so, it is important to clarify that, in contrast to the implication the activation free energy, the main challenge is the
of the recent proposal of ref 5, the catalytic power of enzymes development and validation of methods for calculating
is not related directly to the binding power of proteins. That activation free energies. Any such method requires evaluating
is, we are not dealing here with absolute binding, which may the potential energy surface that connects the reactant and
involve many different contributions, but rather with the product states and finding the activation free energy for
relative binding of the reactant state (RS) and the TS. From reaching the TS. Combined quantum mechanical/molecular
this perspective, it may be hard to see how we can get amechanical (QM/MM) methods provide a generic way of
difference of even a few kilocalories per mole between the gptaining potential surfaces and, in principle, activation free
binding energies of these two states (for example, hydro- gnergies of chemical processes in enzymes. This approach,
phobic effects cannot give large contributions to catalysis, jntroduced in 1976° has gained popularity in recent years
but they can contribute in @ major way to binding energies). gnq has been used in a variety of forms (for reviews, see
Yet, the difference in binding energy between the RS and ot 10 27, and 41). However, implementation of rigorous,

g?f IS enorrr’]nous. Thys,(j‘the eIu]E:lt(:]atlon <th the't(.)rlgln of T'S. ab initio QM/MM approaches in quantitative calculations of
erence has remained one orn€ Most exciling SECrets Ny iy ation free energies is still extremely challenging.

_blochemlstry. More specifically, most proposals that were Nevertheless, significant progress is starting to emerge from
introduced to account for the catalytic effect of enzymes (e.g., recent works. (e.g. refs 27 and 427) Furthermore
strain, entropy, desolvation, tunnellng, and c_ovalent effects) semiempiricaI-QM./l\/.IM studies with reasonable potentiai of
cannot account for more than a few kilocalories per mole of mean force (PMF) calculations, and in some cases even with

the catalytic effect (e.g., see discussion in refs 1 and 27 andI i th b dt th lidity of
section 5). Thus, it is clearly important to use computer 'ca>t €N€rgy patnhs, can be used 1o assess the validity of some
catalytic proposals (e.g. refs 480).

simulations and to see what contributions accountfag®.

The above issues will be addressed in section§ dfter Despite the progress in ab initio QW/MM evaluations of
a brief introduction of our theoretical approaches. activation barriers, we prefer to focus here on the less
rigorous empirical valence bond (EVB) methb#,since it
3. Evaluating Activation Free Energies in Enzyme provides what is probably the most effective available way
Active Sites by the EVB and MO QM/MM for quantifying the patalytlc effect and determln_lng its origin.
Methods The EVB method is a QM/MM approach, which describes

the system with two or more resonance states (or, more
To examine the origin of the catalytic power of enzymes precisely, diabatic states) corresponding to classical valence-
and to discriminate between different catalytic proposals, it bond structures. These basis states are mixed to describe the
is essential to have quantitative methods for calculating the reactant intermediate states.
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As an example, for an\2 reaction of the form MD trajectories on the EVB surface of the reactant state can
provide the free energy functio@) that is needed to
X+ CHY — XCH;+Y (2) calculate the activation free energid). However, since
trajectories on the reactant surface will reach the TS only
one can use diabatic states of the forms rarely, it is usually necessary to run trajectories on a series
of potential surfaces (“mapping” potentials) that drive the
¢, =X CHy—Y system adiabatically from the reactant to the product State.
In the simple case of two diabatic states such as those of eq
— Y - 3, the mapping potentialeg) can be written as a linear
=X—-CH; Y 3 - e .
%2 8 3) combination of the reactant and product potentiajsand
The potential energies of these statids; (@ndHz,) and the €2
mixing term are represented by the Hamiltonian matrix
e|emegnts le) P y 6m = (1 - lm)el + lmez (7)
i i i wherein changes from 0 to 1 in + 1 fixed increments
Hii == :;;as—’_ U :ntra(RvQ) +U :nter(Rvgfrvq) + = 0/n, 1/n, 2/I’],g..., n/n). ;!(m
U Lovenf0) (4@) The free energyAGn, associated with changingfrom 0
to m/ncan be evaluated by a free-energy perturbation (FEP)
H; = Aexp(-alAR]) (4b) procedure (see, e.g., chapter 3.3.2 in ref 1). The free energy

functional that corresponds to the adiabatic ground-state

HereR andQ, respectively, represent the atomic coordinates surfaceEy then is obtained by the FEP-umbrella sampling
and charges of the reactants or products (the “solute”) in (FEP-US) method?! which can be written as
the diabatic states, and and q are the coordinates and
charges of the surrounding water or protein (the “solvent”). Ag(X) =
0.6 iS the energy of théth diabatic state in the gas phase, AG,, — B Inmd(x — X) exp —BIELX) — €M}, (8)
where all the fragments are taken to be at infinity(R,Q)
is the intramolecular potential of the solute system (relative |n this expressiongy, is the mapping potential that keeps
to its minimum) in this statelJ'(R,Q,r,q) represents the  the reaction coordinatein the region ofx, [++[}, denotes
interaction between.the solute atoms and the SUrrOUndingan average over an MD trajectory on this potentﬂﬂ’:
solvent atoms; antl'(r,q) represents the potential energy (ksT)2, kg is the Boltzmann constant, afdis the temper-
of the solvent. _ ature. If the changes i, are sufficiently gradual, the free

Thee's given by eq 4a form the diagonal elemerithX  energy functionalé\g(x') obtained with several values of
of the EVB Hamiltonian Kieve). The off-diagonal elements  overlap over a range of, and patching together the full set
of the Hamiltonian Ki;) are either assumed to be constant of Ag(x) gives a complete free energy curve for the reaction.
or are represented by an exponential function of the dis-  The FEP-US approach can also be used to obtain the free

tances between the reacting atoms. In the present casegnergy functionals of the individual diabatic states. For
we expresdH; as a function of the difference between the example, the free energy of the reactant state) is

X—C and C—Y bond |engths AR in eq 4b), USing expressed as

parametersA anda) that are adjusted to fit either quantum

calculations or experiments. Th#; elements are assumed Ag,(X) =

to be the same in the gas phase, in solution, and in the 1 ,

protein. The adiabatic ground-state enerdg)(and the AGy, — B 7 Inld(x — x) exp{ —flei() — en()1} G (9)

corresponding eigenvectoC) are obtained by solving the i i ,
secular equation, The diabatic free energy profiles of the reactant and product

states (the free energy functionals) represent microscopic
HevsCqy = E,Cq (5) equivalents o_f the Marcus parabolas in electron-tr_ansfer
theory®? The intersection of these free energy functionals
To express the adiabatic energy surface of the selute Pprovides a quantitative estimate of the reorganization energy,
solvent system, it is useful to define a generalized reaction Which will play a key role in our considerations (see section
coordinate as the energy gap between the diabatic reactanf-2).

and product EVB states: The natural picture of intersecting electronic states pro-
vided by the EVB treatment is particularly useful for
X= A€ ,= €, — € (6) exploring environmental effects on chemical reactions in

condensed phas&sThe ground-state charge distribution of

This coordinate can be divided into a solute coordinRfe, the reacting species (solute) polarizes the surroundings
for internal bonds of the reacting EVB structures and a (solvent), and the charges of each resonance structure of the
solvent coordinateS, for interactions of the solute with the  solute then interact with the polarized solvéithis coupling
solvent. “Solvent” here is used in a general sense to refer toenables the EVB model to capture the effect of the solvent
the surroundings of the reacting atoms in either the enzymeon the quantum mechanical mixing of different states of the
or the solvent. solute. For example, if ionic and covalent states are used to

The simplicity of the EVB formulation makes it relatively — describe the solute, preferential stabilization of the ionic state
straightforward to obtain analytical derivatives of the po- by the solvent will give the adiabatic ground state more ionic
tential surface by using the Hellmanfeynman theorem for ~ character. This allows one, for example, to obtain a very
eq 5 and, thus, to sample the EVB energy surface by well-defined separation of covalent (charge transfer) and
molecular dynamics (MD) simulations. In principle, running electrostatic effects and, thus, to analyze in a clear way some
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covalent hypotheses (see sections:B). In addition, the Before we move to specific discussion, it is important to
EVB method lends itself to proper configurational sampling emphasize that the definition (and, more importantly, the
and converging free energy calculations, which makes it meaning) of “electrostatic catalysis” has been clarified long
possible to evaluate nonequilibrium solvation effééts. ago (e.g. refs 40, 59, and 60). It includes the effects of the
The EVB and other QM/MM methods allow one to protein charges, permanent dipoles (residual charges), in-
simulate chemical reactions in enzyme active sites andduced dipoles (polarizability), and, of course, the solvation
solution and to reproduce the corresponding activation by bound water molecules. It does not include van der Waals
barriers. Once the calculated change in activation barriers,strain effects, charge-transfer covalent interactions, orienta-
Agiat — Ag:; reproduces the observed catalytic effect, we tional entropy, and dynamical effects. This clarification
may start exploring the factors that contribute to this effect. should be kept in mind when considering the argument that

Studies that moved along this line will be considered below. all quantum chemistry is electrostatic. What counts is what
was meant by the electrostatic proposal and by other

4. Electrostatic Contributions of Preorganized proposals before it becomes clear that electrostatic effects
Active Sites are crucial for catalysis.

In our examination of the origin of enzyme catalysis, we 4.1. General Studies
will start by focusing on the propos$af*that the catalytic ] ) ]
power of enzymes (the reduction iAAg¥) is almost Before we consider the growing theoretical support for
exclusively due to electrostatic effects. the role of electrostatic stabilization in catalysis, it is

With the current insight, it might be argued that electro- important to comment about the insight that emerged from
static effects must have been the most obvious candidategnutation experiments starting from around 1984 (e.g., refs
for explaining enzyme catalysis. However, careful studies 2 and 61-66). These mutation experiments have provided
in the early stages of the field have basically excluded this Major insights, and in many cases, they pointed toward the
possibility. That is, early experiments with model compounds importance of electrostatic effects. More recent works have
in solution (e.g. refs 55 and 56) that explored the role of added extensive support to this view (e.g., refs 67 and 68).
electrostatic effects (by introducing charged groups to However, since the catalytic effect reflects the overall effect
stabilize the TS charge distribution, as illustrated schemati- Of the enzyme active site, it has been very hard to reach
cally in Figure 7) concluded that such effects must be small Unique conclusions about the overall electrostatic effect.
(e.g., see refs 55 and 56). Similarly, phenomenological Furthermore, even when a mutation of an ionized group to
attempts to estimate the magnitude of electrostatic contribu-& honpolar group leads to a large reductiorkig, it has
tions to catalysf also indicated that such effects are small. been close to impossible to determine experimentally whether
Thus, it was assumed more or less uniformly (at least in this is an electrostatic effect or some other factor (an excellent
studies that attempted to quantify the catalytic effect) that €xample is the D102N mutation of trypsthdiscussed in
electrostatic effects do not play a very important role. The ref 70).
problem has, however, been that physical organic chemistry With the above background in mind, it seems to us that
experiments in solution might have been rather irrelevant to the use of QM/MM and related approaches provides what
an enzyme active site. Similarly, phenomenological attemptsis perhaps the best way to convert the structures of enzyme
to estimate the strength of electrostatic effects in proteins active sites to catalytic contributions. In fact, since 1976,
have been very problematic since it is almost impossible to there have been a growing number of MO-QM/MM and
assess the dielectric effects in the protein without a proper EVB calculations that identify electrostatic effects as a key
computational model. In this respect, it is also important to factor in enzyme catalysis. This trend has moved the field
clarify that the view expressed by the pioneering work of gradually from a stage of qualitative statements (e.g., see
Jenck& did not consider electrostatic stabilization of the TS ref 71) to more quantitative conclusions. Here it is useful to
as a major catalytic effect. In fact, Jencks focused on the consider the studies summarized in Table 2. This table only
role of electrostatic and desolvation effects as the price to considers studies that actually examined the catalytic effect
be paid for substrate “destabilization”. Thus, it appears that rather than general QM/MM studies. Thus, the studies in
the microscopic electrostatic study in 1976 by Warshel and the table include both EVB and MO-QM/MM calculations.
Levitt* provided the first quantitative hint that electrostatic Full analysis of the electrostatic effects has been provided
effects can play a major role in enzyme catalysis. at present mainly from EVB studies, since this requires not
only calculations of the activation free energy in enzyme
and solution but also evaluation of the electrostatic contribu-
tion to the binding free energy of the RS and TS. However,
MO QM/MM approaches have studied the electrostatic
interaction energies (e.g., refs 49 and 72) and even reported
systematic progress in evaluating the change in the electro-
static free energy along the reaction coordinate (e.g., ref 73).
Furthermore, many of the EVB studies provide the solvent
reorganization energy and demonstrate that the contribution
accounts for a major part of the catalytic effect (see below).
Here, it is useful to mention recent attempts to estimate the

e eleciostatc stabiization 1 ysozyme. Such molectles do not 'E0"ganization energies by MO-QM/MM approaches (e..
show large rate acceleration due to electrostatic stabilization of the ref .74)’ but these only considered the change In .the
positively charged carbonium transition state. However, the reaction €nvironment MM energy rather than systematic calculations
occurs in solution and not in a protein-active site, and the dielectric Using eq 9 or related linear response approximation (LRA)
effect is expected to be very different in the two cases. treatments. Unfortunately, the change in the very large total
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Table 2. Calculation of Enzymatic Reactions and Analysis of Catalytic Contribution3

system method reliability Ag;wap,p origin mutation$ ref
lysozyme MO-QM/MM ~ no strain el 40
EVB/PDLD ~ + 32
EVB/PDLD ~ el el 70
serine protease EVB + + el 101
EVB + el 165
MO-QM/MM + + el 73
CM MO-QM/MM + + el 76, 195
EVB + + el 90
MO-QM/MM ~ el 49
DhIA EVB + + el 95, 96
MO-QM/MM + + 83
MO-QM/MM + + 74
ODCase EVB + el 36
MO-QM/MM + (=) eloscf 50
ribosome EVB + + el 98
EVB + + el 97
Ach PDLD/S ~ + el 228
MO-QM/MM + - el 231
EVB + 232
ADH EVB + + Ael 17
EVB + 186
MO-QM/MM ~ el 233
aldosereductase EVB + + Ael 226
TIM EVB + + Ael 227
MO-QM/MM - ~ 234
MO-QM/MM + el 235
MO-QM/MM - ? 236
EVB + no strain 77
P450 MO-QM/MM + (=) + el 237
MO-QM/MM () ) + el 80
enolase MO-QM/MM + - - el 238
tyrosine phosphatase EVB + + el 239
MO-QM/MM + 240
CA + + €lmetal 114
SNase + + €lmetal el 111
Pol T7 + + 113
Kf + + €lmetal 230
Ras/Gap EVB + + el el 8
LDH EVB + + Ael 177
MO-QM/MM + 241
xylose isomerase MO-QM/MM +
KS EVB + + el 224
Glx1 EVB + + €lmetal 77
O-methyltrasperase MO-QM/MM + + el 72
f-lactomase MO-QM/MM ~ el 242
B:# MO-QM/MM ~e + strain+ el 145
EVB + + el 152

aEnergies in kcal/mol. “el” designates the electrostatic effect,/andenotes an identification of changes in the “solvent” reorganization energy

as a key catalytic effect.+ and ~ designate, respectively, fully quantitative and qualitative conclusions. Within this definition, we consider as

fully reliable calculations those studies that involve free energy calculations and have their results calibrated with solutiors lwiditsn

studies in some cases include estimates of the contributions of different residues without performing these actual mutations. Such assessments
frequently overestimate the electrostatic effect, because microscopic studies usually drastically underestimate the dielectric effget-for char
charge interactions (e.g., see ref 75Jhe study by Gao and co-workétgave reasonable activation energies and reproduced the catalytic effect,

but their attempt to evaluate the binding energy of the RS and the TS by FEP calculations gave similar energies and, thus, could not reproduce the
catalytic effect or assess its origin. The incorrect thermodynamic cycle study is analyzed in sectiB;bdesignates the reaction of;B

dependent enzyme. The possible difficulty of evaluating the free energy contribution by different methods is discussed in section 5.1.

MM energy during the reaction is a rather unstable quantity, contribution of the active site rather than just the contribution
which is hard to evaluate in a quantitative way. of some residues. In any case, we also list in Table 2 the
In many cases, MO-QM/MM calculations can provide studies that explore the electrostatic effects of different
clear indications that the electrostatic effects play a major residues. In a few cases (e.g., ref 76) we already have QM/
role in catalysis by simply evaluating the contributions of MM studies that eliminated step by step the electrostatic
different residues to the activation barrier. Unfortunately, this contributions of the enzyme environment and thus established
type of “mutational” analysis is frequently very qualitative the importance of the overall electrostatic effect.
since the simulations do not provide a sufficient dielectric ~ Our considerations of electrostatic effects will also include
screening. The underestimation of the screening effect is quitethe effect of metal ions, representing them by electrostatic
problematic, when one deals with ionized protein residues models. Although the justification for such a treatment will
(see discussion in ref 75). Moreover, a proper analysis of be given in section 4.4, we would like to note the instructive
the catalytic effect should explore the overall electrostatic study by Aqvist and co-worker@who considered the effect
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of different metal ions and obtained very similar results (in to estimate the actual electrostatic contribution or, for that
agreement with experimental observations). This provides matter, to quantify any other contribution. The authors simply
strong support to analysis that considers the effect metal ionpostulated that the electrostatic effect must be correlated with
as an electrostatic effect (see also section 4.4). the presumed localization of the charge in the isolated

One can, of course, point to instructive studies that Phenolate, and they tried to deduce from it the corresponding
included only a limited part of the enzyme and reproduced electrostatic contribution. There are many problems with this
the observed barrier, in particular, in cases of metal centersapproach. First, more than half of the binding energy is due
or radical reaction®"°However, these cases do not involve to nonpolar contributions and not due to electrostatic effects,
a significant effect of the enzyme active site (except in whereas there are no nonpolar contributions in the correct
assembling the reacting system), and thus, the same clustegatalytic cycle of the actual substrate. Second, the correlation
would work as well in water. between the K, of the phenolate and the charge on the

It may also be useful to consider here recent studies of ©xY9€n IS problematic, as can be established by ab initio

P450, which described the enzyme catalytic effect as acalculations. Third, a less localized charge on the oxygen
“chan,weleon” effed® and which also provided further support will also have smaller electrostatic stabilization (solvation)

; ; in the reference solvent. Fourth, while the changes in the
anngurir:a Iggtrrt?sljﬁlrc (t:r? g CP(: ﬂt't;ghnadtslsf’rg]rﬁ (T_rézuysn%% pg@%%SJUpSNMR shifts are probably correlated in part with the changes

and GIn360 are thought to change the electron distribution " d€localization of the hydrogen bond to Tyr 16 (rather than
in the reacting system and thus to control the specifitity. with the Qelocal|_zat|pn on the |s_olated phenolate), the
This is basically another example of the interaction between electrostatic contrlbutl_ons_ to catalysis are not correlated wlth
the electrostatic field from the enzyme and the reacting the degree of delocalization of the hydrogen bond but with

; the stabilization of the lower energy localized state, which
g??;;gg(ns%ienzi:]e;attg %E;r(l)yg%%%;%ta“c study of the control is then mixed with the other state (see e.g. ref 59). One way

, to see this point is to consider enzyme catalysis @2 S
Some QM/MM and other related studies (see below) o4ctions where the charge is completely delocalized in the

do not support the idea of electrostatic transition-state 15 44 yet the catalytic effect is enormous and due entirely
stabilization. However, at present, all of these studies have;, the electrostatic reorganization effects (e.g. ref 95). At

suffered from significant inconsistencies. The key examples roqent the most effective way of analyzing the electrostatic
are as follows: (i) works that attributed the catalysis 10 ¢qntribytions of hydrogen bonding in oxyanions is to use a
desolvation or t_he ground—_state electrostat!c Qestablllzatlonva|ence bond type description, as was done in refs 59 and
[These works did not consider the actual binding of the TS 554 \when this is done, one finds that the preorganization
and RS (e.g., refs 83 and 84) and could not reproduce theyt the hydrogen bond is the main source of catalysis and

actual catalytic effect by the binding calculations (€.9., refS yat this contribution is not correlated with charge delocal-
50, 84, and 85).]; (ii) works that could not reproduce the i,ation but with the folding of the active site.

catalytic effect without the use of entirely inconsistent 14 s mmarize this section. it seems to us that careful

entropic calculations that included major overestimates based;,ngjgerations of the works mentioned in Table 2 as well as

on gas-phase vibrational analysis (e.g., ref 86) (also see;qngistent attempts to identify the origin of large catalytic

discussion in re;‘ 87); and (iii) the NAC proposal of Bruice  oftects point toward the conclusion that electrostatic effects

T e e ko sabeiortsan 2 e key factors (s fsue il be emphesized and
N ! ! . . . - uantified further in the following section).

stabilization (TSS) effect, as will be discussed in section 5.3; d g )

see also ref 90). Finally, it's important to comment here on 4.2 Quantifying the Source of Electrostatic

the ided! that enzyme catalysis is due to reactant-state de- Contributions to Catalysis

stabilization (RSD), which is formulated in terms of a

decrease in the enzyme self-energy upon moving to the TS.

As will be shown in section 5.6, this idea is based on ; .
: : ; : provided in Table 3. As seen from the table, we have clear
inconsistent considerations. - :
. . examples of specific cases where most of the catalytic effect

It is useful to consider here a recent attempt by Kraut et i que 1o electrostatic interactions. What remains to be
al#to show that the electrostatic effect cannot provide the ogiaplished is that these effects are associated with TS
major contribution to enzyme catalysis. The authors found giapilization and to examine what is the reason for the ability
a weak correlation between binding energies of phenolate ot the protein to provide such large effects. These issues can

ions to the oxyanion hole of ketosteroid isomerase (KI) and pq explored by using the LRA expressidfor the TS and
the delocalization of the phenolate’s hydrogen bonding (as

estimated from NMR shifts). This correlation was assumed Table 3. Electrostatic Contribution to the Catalytic Effects of
to provide an experimental tool for assessing the importance Specific Enzymes

of electrostatic energies in enzyme catalysis. The finding of system  AAGH Joae (AAGE o)eate (AAG deac AAG,  ref
a very small change in binding energy for a significant

The studies reported above provide general support to the
electrostatic proposal. A more quantitative analysis is

change in delocalization was interpreted as evidence thatDmA ié'_g g Eﬂ) 2670’0 119'_71 %56 %
electrostatic contributions do not play a major role in KI opcase 19.0 17 230 36
and presumably in other enzymes. However, in this case, asribosome 8.0 - (8) 0.0 6.0 97

in many other cases, there is a risk of confusing an 2The table compares the total calculated catalytic effect and the

interpretation_()f experimental fact Wi_th a unique €Nergy- corresponding electrostatic contribution. All energies are given in kcal/
based analysis. The most careful estimates of the catalyticmol. ® Obtained by taking the calculated catalytic effect of ref 95 and

effect of KI have found that it is almost entirely due to m_ult_iplying it by the percent contribution obtained in ref 96.Th_e values
electrostatic preorganization effeé®.The experimental ~ Within parentheses were obtained by the LRA approgt@btained
correlation described by Kraut et al. does not provide a way by FEP calculations of the binding energy of the RS and TS.
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the RS. For the TS, we have (a) AG,R0

AG(Q") = 0.5(W(Q=Q") — U(Q=0)g_q: + Water - large A Protein - small A

W(Q=Q") — U(Q=0)_) =
0.5(AUL: + [AULY) (10a)

A* = 0.5V — AUL,) (10b)

where U is the solute-solvent interaction potentialQ)
designates the residual charges of the solute atomsQ@¥ith
indicating the TS charges, alULJ designates an average
over configurations obtained from an MD run with the given
solute charge distribution. The quantify;,in eq 10b is the
reorganization energy for solvation of the TS, whose nature
will be discussed below. The first term in eq 10 is the above-
mentioned interaction energy at the TS, wh@re QF, which

is similar in the enzyme and in solution. The second term
expresses the effect of the environment preorganization. If
the environment is randomly oriented toward the TS in the
absence of charge (as is the case in water), then the secon(b)
term is zero and we obtain

AG(QY2y = SAUL, (12)

where the electrostatic free energy is half of the average
electrostatic potentidf However, in the preorganized en-
vironment of an enzyme, we obtain a significant contribution
from the second term and the over@llU[g is more negative
than that in water. This extra stabilization is the catalytic
effect of the enzyme. Another way to see this effect is to
realize that in water, where the solvent dipoles are randomly
oriented around the uncharged form of the TS, the activation

free energy includes the free energy needed to reorganize “ .
the solvent dipoles toward the changed TS. On the other e0 0o Cle)] 06'3
hand, the reaction in the protein costs less reorganization hd Forming

energy since the active site dipoles (associated with polar [ the [
groups, charged groups, and water molecules) are already

partially preorganized toward the TS chatdgeThe re- i. charge
organization energy is related to the well-known Marcus’ 00 OOB
reorganization energy, but it is not equal to it. More L.

specifically, the Marcus’ reorganization enetgis related

to the transfer from the reactant to the product state, while
here we deal with charging the TS. The conceptual and Figure 8. lllustration of the nature of the preorganization effect

practical differences (see ref 17 for a detailed discussion) in two limiting cases. (A) In the limit whe®AG, = 0, the enzyme
are demonstrated, for example, in Figure 8, where we has a smallek, since its dipoles are already partially preorganized

: . : _ toward the TS charge distribution. This corresponds to a reduction
consider two cases. In t.he .f'rSt case (Figure 8'6%.= 0 of the Marcus “reorganization energy”. (B) In the case wih&y,
and the catalytic effect is directly related to the difference - ( the enzyme dipoles are preorganized toward the product charge

between the Marcus reorganization energy for the enzymedistribution. In this way, the preorganization helps to increase the
and the solution reactions. In the second case (Figure 8b),solvation of the product state.
AGp > 0 and the catalytic effect is associated with the
reduction ofAGy. This is also done by the preorganization seen from these cases and other related studies, the catalytic
effect (the second term in eq 10), but now we are talking effect appears to be associated mainly with the electrostatic
about the reorganization energy along the solvent coordinatestabilization of its TS, and a large part of the effect is
with respect to the solvation of the product state rather than associated with the preorganization contribution. Interest-
along the reaction coordinate. ingly, even in the case of peptide bond formation by the
Regardless of the above clarification, it is almost always ribosome (which constitutes a very early stage in the
true that the catalytic effect is associated with the reduction evolution of biocatalysis), it has been found that the pre-
of the Marcus reorganization energy so thgt< . This organization effect provides the major catalytic effé¢2+
point and the related role of preorganization in the electro- The correlation between the reorganization energy and the
static environment are demonstrated schematically in Figure catalytic effect has been explored recently (Liu and Warshel,
9 and quantified for the case of DH#%in Figure 10 (based in preparation) in a study of the effect of mutations in
on eq 10 for the RS and TS). An LRA analysis is given in dihydrofolate reductase (DHFR). This is a very interesting
Table 4 for CM and in Table 5 for ribosome and DhlA. As benchmark, since the effects of mutations were used as

large reorganization small reorganization
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(A) Table 5. Solvation Energied for the Enzyme and Water
v Reference Reaction in the Reactant State (RS) and the
" » Y * » Transition State (TS) of DhIA
@ O \ — water reference reaction enzyme reaction
7N R B RS TS RS TS
Wig —158.5 —114.2 —129.7 —-102.4
RS TS Wi 2.9 4.4 -62.0 —59.1
AGsoIv —77@ _549 _959) _808
®) 2 All energies are taken from ref 95 and are given in kcal/rhdls
can be seen from these results, the reacting fragments are solvated better
* : in the enzyme than in the water reference reaction, which shows that
\ AN the primary function of the enzyme is not to desolvate the substrate.
@ O — Instead, the transition state is better solvated in the enzyme than in the
Vol AN X water reaction.
. G121V
RS TS 35 O
Figure 9. Schematic demonstration of the reorganization of the 5
environment dipoles in an\3 reaction: (A) in water; (B) in an 4.51
enzyme active site. n
300 T - v 200 ++ 3.5
—_ (a) Total energy (b) Solute %(
—_ 34
[=} <
E 100 2.5
E :
=2 100 0 1.5
-200 [ 200 11
g 100 0.5
S (¢) Solvent Naﬂ've
]
8 50 o 1 2 3 4 5 8 7 8 9
= 0
53 . A)\caln/4
L - - 5o - 0 Figure 11. Correlation between the calculated reorganization
-200 0 200 energy and the observed mutational effects in DHFR (mutational
Ag (kcal/mol) effects are taken from refs 158, 243, and 244).

Figure 10. Description of the free energy surface of thg2S It might be |mp0rtan'.[ at.thls point to clarify the unique
reaction step in DhIA (red lines) and in water (blue lines) in terms  feature of our preorganization proposal. Some workers (e.g.,
of generalized solute and solvent coordinates: (a) total free energyrefs 99 and 100) have suggested that the reduction of the
function for the enzyme and the water system (red and blue, protein reorganization energy will result in catalysis accord-
respectively); (b) solute and (c) solvent components of the free ing to the Marcus relationship. However, these workers could

tehne?gy function. Asfsee” f;‘)tg‘ the figure, ”(‘je diftferencet.bet‘("eg” only rationalize such a reduction due to the existence of a
e free energy surfaces of the enzyme and water reaction is due ; . ; ; ;
to the difference along the solvent coordinate (which reflects the nonpolar active site. Unfortunately, protein active sites are

change inlo). (Reprinted with permission from ref 95. Copyright Polar (instead of being nonpolar) and having a nonpolar

2004 American Chemical Society.) active site would drastically destabilize rather than stabilize
Table 4. LRA Analysis of the Electrostatic Solvation ionic transition states (see discussion of desolvation models
able 4. . > Ot ° in ref 36 and references given in this paper). In fact, the
Contributions to the Binding of the RS and TS in CM* source of enzyme catalysis is the preorganization of a very

water protein polar environment.
RS TS RS TS Although the preorganization concept is uniquely defined,
AUR 3888 4031 3690 —402.8 it is hard to assess it without actual calculations using the
AU 0.0 0.0 —66.2 —74.4 terms in eq 9 or 10. This problem can be illustrated by
AGira —194.4 —201.5 —217.6 —238.6 considering a recent work of Herschlag and co-workérs,

2 All energies are taken from ref 90 and are given in kcal/rabU0C Who found that hyfjrogen bo.n.dmg between ketosteroid
designates the average of the electrostatic interaction between thdSOmerase and a series of transition-state analogues appeared
substrate and its surroundings (water and protéin)l(4 and [AU[g to make only small contributions to the free energy of
designate the corresponding averages over a potential surface thabinding. The authors state that “there are many more water
includes a fully charged_ substrate and anonpolnar substraﬂte, resp_e:ctlvelymo|ecu|eS in a volume of bulk solution to interact with a
The calculated energies are converted to “solvation” energies by . . . .
subtracting the corresponding values a3 in water. ligand than there are dipoles in the corresponding volume

of an enzyme interior, and it remains unclear how precisely

preoriented these dipoles are”. Actually, the degree of
evidence of the catalytic effect of correlated motions (see preorganization of the dipoles and their electrostatic contri-
section 5.4). Now, as seen from Figure 11, there is a goodbution can be quantified in a clear way if one uses a proper
correlation between the reorganization energy and the computational analysis (as is now accepted in the field of
catalytic effect. electron transfer modeling (e.qg., ref 87)).
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(A) (B)
folding vs. binding , folding vs. catalysis
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Figure 12. Demonstration of the anticorrelation between the energy contributions to folding and those (A) to binding or (B) to catalysis

in CM. The blue and the red designate respectively the correlated and the anticorrelated regions. Each point represents the contribution
from the designated residue of CM to folding and to binding (A) or to catalysis (B). Most of these points exist in the region of anticorrelation.
The figure summarizes our preliminary results for the stability/activity contributions in CM. The calculations described here estimated the
folding energy by the PDLD/S-LRA model and the formulation described in ref 106. The catalytic effect and the binding energy were
evaluated by the microscopic LRA procedure with the EVB charge distributions of the RS and TS.

At this point, it may be useful to mention that Jencks's explained in section 5.4). We consider these preliminary
idea that enzymes use their binding energies to destabilizeresults quite encouraging. Obviously, much more detailed
the substrate and to bring about the positioning of the reactingstudies, as well as comparison to mutation experiments, are
groups. Actually, a large part of the preorganization effect essential, and such studies are now underway in our lab.
is due to the inherent folding energy and not due to the
interaction with the substrate. Furthermore, the preorgani- 4 4. Metal lon Catalyses
zation effect results in transition-state stabilization rather than
ground-state destabilization. A recent experimental finding  The importance of metal ions in enzyme catalysis has been
that is in major conflict with Jencks’s proposal is discussed emphasized by many workers (e.g., ref 108) and analyzed

in section 5.6. in specific case$’*1%0In this work, we will consider the
metal ion as a part of the enzyme environment, although

4.3. The Cost of Electrostatic Preorganization Is consideration of the metal ion as a part of the reacting system

Paid by the Folding Energy is also possible. A typical effect of a metal ion is described

) ) in Figure 13, which describes the catalytic reaction of
As stated above, it appears that the catalytic power of g\aseii1 Basically all the catalytic effect in this case can
enzymes is largely due to the preorganized electrostatic e attributed to the electrostatic interaction between i Ca
environment of their active sites. Our considerations of the 54 the transition state. Furthermore, the changes in the
overall energetics of this effect led to the idea that the catalytic effects as a result of substituting the?Cin by
preorganization is associated with reduction in the protein giher metal ions have been reproduced in a semiguantitative
folding energy:® This stability/activity idea was also \yay110in terms of the change of the electrostatic effect of

supported by experimental worR$'% and electrostatic  yhe' gifferent metal ions (represented by the proper change
modeling:®* However, despite the importance of this issue, i the ionic radiu&o).

it has not been subjected to careful computational studies.

To clarify this relationship, we performed preliminary studies |
that considered the catalytic reaction of CM and evaluated
the contributions of the residues to binding, catalysis, and 50+
stability. The contributions to binding and catalysis were 3 A
evaluated both by the semimacroscopic PDLD/S-LRA ap- £ * :
proach and by the microscopic LRA approach (see e.g. refs 2 ]
8 and 105 for related calculations). The contributions to g
protein stability were evaluated by the PDLD/S-LRA method 207
using the formulation outlined in ref 106 (see ref 107 for Lod T : Ag,
related formulations). Our preliminary results are summarized 'Tg“*
in Figure 12. o

As seen from the figure, we obtained an interesting w7 Lo T
anticorrelation between the group contribution to folding and —{3 /' . —<_ o /1—0\3. —c< @OO>IL—<\.
the group contribution to binding. As much as catalysis is TN N o B

Concerned, we obtalneq similar but less pronounced ant"Figure 13. Calculated free energy profiles for the reaction of SNase
correlation. Note that, in the case of CM, the same pre- 5nq the corresponding reference solution reaction. (Reprinted with
organization effects that stabilize the TS also stabilize the permission from ref 111. Copyright 1989 American Chemical

RS (the RS and TS have similar charge distributions, as Society.) The lower inset represents the reaction steps.
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The same type of electrostatic stabilization has been foundsites or in heterogeneous environments cannot be described
in cases of other metalloenzymé&!12114 All these cases  as having polar groups in a nonpolar environment; by this
were modeled by describing the metal ion in terms of its argument one can present water as a nonpolar environment
electrostatic effect. This was done on different levels with polar groups (see discussion in ref 120). Furthermore,
including a six-center model of the met&!. This type of the macroscopic dielectric constant (as defined by the dipole
force field reproduced both the observed solution and the fluctuations) in active sites is quite lard:121 At any rate,
solvent structure for the given metal ion in water. At any we leave the discussion of the proper description of protein
rate, EVB studies of metalloenzymes accounted for the dielectrics to our previous extensive works (e.g., refs 75, 106,
observed effect of the metal in a semiquantitative way. Thus, 120, and 121) and only mention here that a consistent
we concluded that metal ions lead to a major catalytic effect, discussion of the electrostatic catalysis of protein active sites
which is associated with their large electrostatic effects. It can only be obtained by considering these sites as very polar
is also instructive to note here that the electrostatic effect of and preoriented ones. The main point is that the energetics
the metal is far from trivial. This effect is drastically different of ion pairs in proteins cannot be analyzed correctly by using
in water, in the gas phase, and in the enzyme site. macroscopic analysis and that the traps associated with other

One may still try to argue that the effect of the metal ion descriptions are discussed elsewhere (e.g., ref 106).
can be considered as a covalent rather than an electrostatic
effect. One should take into account similar considerations 4.6. Allosteric Control of Catalytic Activity Is Also
to those used in the discussion of a low-barrier hydrogen Associated with Electrostatic Effects
bond?® since we have to define clearly electrostatic and . i
covalent interactions. Although an in-depth valence bond | Allosteric effects control many enzymatic processes where
analysis of this issue is beyond the scope of the present work interaction with another protein or with effectors drastically
we point out that the use of the same parameters thatchanges the catalytic activity of the given enzymes. A
reproduce the observed solvation free energy for different €xtbook case is, for example, the action of carbamoyl
metal ions has reproduced their catalytic effect, and thus, Synthase. So far, all the systems that have been explored by
the catalytic effect of metalloenzymes can be categorized asconsistent simulations are found to be controlled by elec-
an electrostatic effect. Furthermore, the use of such antrostatic effects. We will consider below several prominent

electrostatic model has clear predictive power, making it a €x@mples.

powerful structure-function correlator. The activation of Ras by GAP provides a general example
of a molecular switch that controls cell differentiation (e.g.,

4.5. Some Comments on the Energetics of see discussion in ref 8). Through our simulation studies of

Zwitterionic Transition States this system, we have shown that the binding of GAP leads

to a major electrostatic stabilization of the TS for GTP

Some of the most effective modes of electrostatic stabi- hydrolysis both by the so-called arginine fingérand by
lization involve the stabilization of ion pair (zwitterions) type

transition states by the preorganized polar environment of Y
the protein (see, e.qg., ref 14). However, the requirement for
stabilization of ionic TSs is not always clear. Thus, it is useful
to mention here some recent discussions of this issue.

As will be mentioned in section 5.1, many desolvation
proposals involve ionized residues in nonpolar environments.
Such residues would be un-ionized in nonpolar sites.
Moreover, in any specific case, when the structure of the
active site is known, one finds by current electrostatic models
a very polar (rather than nonpolar) active site environment
near the chemically active part of the substrate. A case in
point is pyruvate decarboxylase, which was put forward as
a classical case of RSD by desolvatidhHowever, the
structure of this enzym& appeared to be very polar.
Unfortunately, despite the obvious fact that groups near
charges were in polar rather than nonpolar environments, it
is still assumed by some (e.g., ref 117) that ion pairs are Ras/Gap
stabilized in nonpolar environments and that this is the way
pyruvate decarboxylase catalyzes its reaction. However, as
clarified in many of our papers, ion pairs are destabilized

relative to water) rather than stabiliz&d. ) . . .
( ) Figure 14. Change in electrostatic interactiong,, between the

A more reasonable view of the energetics of ZW!tter'on'C rotein residues and the andj-phosphates of the substrate upon
transition states has been advanced recently by Richard an‘going from the reactant state to the transition state. TWig, is

co-workers (e.g., ref 119). These workers pointed out the projected onto a surface around the phosphates for (a) Ras and (b)
importance of having zwitterionic transition states and Ras/Gap. Blue indicates a stabilizing chang®dg(the difference
attributed correctly their stabilization to the protein polar between the transition state and the reactant state is reduced), and
groups. However, they suggested that the stabilization is duelZ2: & SESiaal 8 BoRmae: R BEREE o SERIZANCE o B
to having polar groups in a low dielectric that increases their we are not presenting the change in electrostatic potential (which
effect. This view overlooks what has been learnt about ¢5n pe somewhat irrelevant), but rather the actual change in

protein dielectrics by consistent conceptual and theoretical electrostatic energy. (Reprinted with permission from ref 112.
studies (e.g., ref 120). That is, the dielectric constant in active Copyright 2000 American Chemical Society.)
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(A)
Trichos  [IERIE I 4G > 5o kealinmol
Ser 150 1.2 -2.0 10 kealfmol < AAG < 50 keal/mol
Argl3 0.0 5 keal'mol < AAG < 10 keal/mol
Asp190 19.5 0.3 -1.3 1 keal'mal < AAG < 8 keal/maol
Asp192 18.2 0.3 09 0.7 =1 kealfmol < AAG < 1 kealfmal
argzse G 04 00 00 00 01 -5 keal/mol < AAG <-1 keal/mol
Asp2s6 22 03 08 16 15 oolEE -10 keal'mol < AAG < -5 keal/mol
argzss R 04 16 00 00 o0 00 0l -50) kealimol < AAG < -10 keal/mol
Tyr27l 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.3 AMG < -50 kealimol
Phe272 1.2 00  -0.3 03 0.7 0.0 00 -01 0.0 -0.2
Thr273 1.3 0.0 -14 0.2 03 01 0.1 01 01 00 23
Ser275 -0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 00 02 -1.8
Asp276 87 03 09 16 18 00 00 00 00 o1 o0 ooEEE
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Figure 15. Interaction matrixes for the transition state of the incorporation of ANTP substrate in the active sitg aipollated with the
PDLD/S-LRA method. The diagonal elements describe the electrostatic contribulicy@; (n kcal/mol) of the indicated residues to TS
binding, while the off-diagonal elements describe the effect of the indigttaesidue (in the given column) on the TS binding by itthe

residue AAG;) (see eq 11). The intensity of colors corresponds to the strength of the interaction (e.g., red shows the strongest interaction;
light gray, interactions close to 0; blue, negative interaction). (A) Template guanine with incoming dgT@) Template guanine with
incoming dTTP (/). TriPhos denotes the triphosphate part of the incoming dNTP, Mg(b) denotes the binding magnesium ion, and Mg(c)
denotes the catalytic magnesium ion. The bases are cytosine in part A and thymine in part B. (Reprinted with permission from ref 132.
Copyright 2006 American Chemical Society.)

the transfer to a catalytic configuration, where the p-loop Gly-226 mutation to alanines was explored by EVB calcula-
and other dipolar motifs stabilize the product of the hydroly- tionst?® and shown to reflect changes in electrostatic TS
sis reaction (see refs 8 and 112). This effect, which probably stabilization.
plays a general role in signal transduction, is illustrated in  Even in the case of hemoglobin, we were able to show
Figure 14. that a significant fraction of the allosteric effect is associated
The action of -FATPase provides a general example of a with the change in interaction between the charge shift upon
molecular motor and a benchmark for simulation studies of oxygen binding and the change in protein tertiary structure
energy transductiot?>12> Our study of this systet# has (see discussion in ref 82).
shown that the movement from the open to close conforma- The fidelity of DNA replication by DNA polymerases is
tion changes in a major way the stabilization of the TS for controlled by the active site (where the incorporation reaction
the ADP+Pi to ATP+water reaction. is catalyzed) and by the binding site of the incoming
The transition from the inactive chymotrypsinogen to nucleotide that already includes the template base (e.g., see
the active chymotrypsin involves the cutting of the single discussion in ref 113). The high fidelity is guaranteed by
bond between residues 15 and'46The new amino terminus  the fact that the rate of incorporation of an incoming wrong
at lle-16 then forms a salt bridge with Asp 194, and this nucleotide, W, is drastically slower than the corresponding
leads to a large shift of the main chain dipoles and the rate of incorporation of the right nucleotide, R (see ref 129).
formation of the preorganized oxyanion hét€ The ener- Now, the origin of this control can be quantified by
getic of a related structural change due to the Gly-216/ considering the interplay between the binding site of the
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incoming base and the stabilization of the TS in the chemical due to electronic polarization. We also have to consider the
site. Our previous studi&® %! already indicated that the penalty for the polarization energy—{Au), which is
binding of the incoming base is determined by the pre- approximately given b

organization energy provided by the base binding site (that
includes the template base); now the remaining challenge is
to show that the TS stabilization by the preorganized active
site is anticorrelated with the preorganization in the base

binding site. This point has been explored in our preliminary (see ref 140 for related considerations).

studies, when we generated an ‘interaction matrix” to Thus, the overall effect will be ground-state stabilization
describe the interaction between the TS and the prOtemrather than destabilization. Of cm?rse roper considerations
groups as well as the interaction of the base of the incoming : T » prop

must determine the direction of the ground-state permanent

nucleotide with its surrounding (Figure 15¥.Using such ; ; . . -
diagrams for the R and W systems (at the correspondingg;pr?li% géﬁjﬁfﬁ important to consider the reference stabiliza-

relaxed TS structures) provides an instructive decomposition ) i
of the allosteric effect that controls replication fidelity. In At any rate, the main effect of the field from the
particular, taking the difference between the R and W preorggi_nlzed active site is to stabilize the TS_ and not to
matrixes helps to identify the residues that are involved in destabilize the RS, and this fact has been established in many
the transfer of information from the base site to the transition- detailed computational studies that actually examined this
state site. Without going into the details (which will be iSsue (e.g., see Table 5).

addressed elsewhere), we note that the transfer of information Despite the overwhelming evidence that the strain hy-
between the base site and the chemical active site ispothesis does not explain enzyme catalysis, it may be useful

1
AGE =+ StAu (13)

controlled by electrostatic energies. to consider the CoeC bond cleavage in coenzyme;.B
enzymes. This system involves a radical bond breaking
5. What About Other Proposals? process and yet displays a very large catalytic effect of about

_ _ ) 12 orders of magnitud&®14?This catalytic effect has been
Although we have brought in compelling evidence for the attributed to RSD and, in particular, to the distortion of the
overwhelming importance of electrostatic contributions, it corrin ring or other strain effecf491.14¥145 |n particular, it
is important to consider other proposals. This issue has beefjyas suggested that the strain is operated by the so-called
discussed extensively elsewhere (e.g., refs 1, 10, 27, 87, andnechanochemical trigger mechanism associated with the
133), but it seems appropriate to summarize the results Ofupward folding of the corrin ring (e.g., refs 14648).

computer modeling of the main alternative proposals. However, recent theoretical studies show that such a
o , , compression cannot destabilize the-@» bond (e.g., refs

5.1. Ground-State Destabilization by Steric Strain 149 and 150). A recent QM/MM stud§ provides an

Does Not Provide a Large Catalytic Effect impressive analysis of the system and reproduces the catalytic

The idea that enzyme catalysis is associated with ground-€ffects. The decomposition of the catalytic effect resulted
state destabilization was put forward in the classical studiesn @n about 8 kcal/mol electrostatic effect (between the
of lysozyme!34 Later studies that examined the actual amount Protein and the leaving group) and an about 15 kcal/mol
of energy associated with steric strain found it to be small, Strain in the leaving group. However, decomposition to
due to the inherent flexibility of proteids©13Nevertheless, ~ €Nergy contributions in QM/MM calculations, that do not

the strain proposal has been invoked in several recent studiesnVOIVe free energy calculations and sufficient sampling and
which will be considered belowps-137 relaxation (e.g., see ref 151), is extremely challenging and
Spectroscopic studies were interpreted as a ground-stat&@n lead to unstable results. A more recent sttédyat used

destabilization due to electrostatic effects (electrostatic strain-th® EVB method and very extensive free energy umbrella
induced mechanism). This idea was further elaborated sampling calculations found, in agreement with ref 145, that

recently by Andersof28 Unfortunately, the logic of ref 138 the catalysis is due to the interaction with the leaving group,
is problematic. That is, as already clarified by Warshel and but the authors concluded that this effect. is almost en.tlrely
Russell® active sites that are designed to stabilize the &0 elect_rostatlc effect (the cataIyS|s disappears with a
transition state will an exert electric field on the ground states hyPothetical, fully nonpolar leaving group). The study of ref

of related substrate analogues with chromophoric parts andL52 also used the LRA approach and established that the
lead to spectral changes. Such spectral shifts can clearly bé#hZyme does not use RSD and stabilize the substrate more
used to establish the existence of the active site electric fieldthan water does. The enzyme stabilization of the leaving
and to quantify the fact that this field polarizes the ground 9roup increases, however, when the-@&bond is stretched
state of the substrate. However, this polarization cannot (anddUring the movement to the TS.

should not) be used to establish substrate destabilization. i )

More specifically, the main misunderstanding in refs 138 5.2. Dynamical Effects Do Not Contribute

and 139 is the assumption that polarizing a substrate Significantly to Enzyme Catalysis

corresponds to its destabilization. In fact, applying a field
that complements the ground-state charge distribution will
stabilize the substrate by the product of the field and the
dipole of the substrate, according to the expression

The proposal that special “dynamical” effects play a major
role in enzyme catalysis (e.g., refs 153 and 154) has become
quite popular in recent years (e.g., refs 33%3). To explore
the validity of this proposal, it is essential to be clear about
_ 0 the definition of dynamical effects and to examine carefully

AGgy = —&(u” + Au) (12) whether the corresponding contributions are different in
enzymes and in solution. Although this issue has been
where¢ is the local field and\u is the increase in the dipole  analyzed in great detail in several recent revié®s,64we
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will consider here some key points as well as some recent(see discussion in ref 17). Instructive NMR experiments (e.g.,
works that supported the dynamical proposal. ref 161) demonstrated the involvement of different motions

There are several ways to define dynamical effects, andin enzymatic reactions (see also below). The obvious
these ways will be considered below. However, to provide existence of motions that have components along the reaction
the dynamical contribution to catalysis by a given definition, coordinate does not constitute a dynamical effect unless these
we must find different magnitudes of dynamical contributions motions are shown to be coherent. Probably, all the motional
to the rate constant in the enzyme and in water. Now, in effects identified so far are related to entropic factors (i.e.,
considering different definitions, we may start with the to change in the available configurational space) rather than
transmission factor, since it is agreed in the chemical physicsto real dynamical effects.
community (see references in ref 17) that all the dynamical At this point, we find it useful, despite our previous
effects are contained in this factor that corrects the absolutereviews of the dynamical proposal (e.g., ref 164), to consider
rate theory for recrossing of the reactive trajectories (see refthe most recent work that implied or explicitly supported
87 for a clear definition). To the best of our knowledge, all this idea. We start by recognizing that the advance in NMR
the reported simulation studies going back to the earliest studies (e.g., refs 161 and 172) allows one to probe the
analysid® and to subsequent studies (e.g., ref 101) found interesting nature of the relatively slow protein motions. This,
that the transmission factors are similar in enzyme and in however, does not prove that proteins can “harness thermal
solution and do not differ much more than unity in the motions through specific dynamic networks to enable mo-
enzyme (e.g., refs 17 and 160). lecular function” as suggested by ref 172.

Typical values of the transmission factors are 0.8 and 0.6 An instructive example of what we see as an over-
in enzyme and solution, respectivéf§y These values are too  interpretation of exciting experimental findings is a recent
similar to each other to be considered as a source for anyfo|low upl” to the study of ref 161. That is, study of the
catalytic effect. Some worke¥s'®’include the “nonequilib-  action of cyclophilin®! found that the protein motions are
rium” effects in the transmission factor. However, it is not correlated with the substrate turnover. Now, the more recent
entirely clear as to what is meant by this. If, as seems to bestydy of ref 173 found that the same motions still exist in
implied by ref 167, the nonequilibrium term reflects non- the absence of the substrate. This led to the interesting
equilibrium solvation, it seems to us (see below) that this proposal that both protein structure and dynamics have
effect does not belong in the preexponential term, since it iS ¢gevolved synergistically and that dynamical presampling
a well-defined contribution to the activation free energy. If is “harvested for catalytic turnover”. Unfortunately, while
instead the nonequilibrium term refers to some coherent the findings of ref 173 are interesting, the analysis of the
motions, it is entirely unclear that there are current evidences catalytic effect is far from conclusive. First, the authors do
or computational treatments that can explore such effects inpot address the facts that catalysis must be defined relative
condensed phases. Thus, we prefer to follow the eloquentiq 3 reference reaction in solution and that the catalytic effect
discussion given in ref 168 and to keep only recrossing of virtually every enzyme that has been studied consistently
effects in the transmission factors (quantum tunneling effects has been found to be associated with electrostatic rather than
are best assigned tg* as a probability factor (see, e.9., dynamical effects (this is true also in the present case, e.g.,
refs 169 and 170). ref 174). Second, motions between two configurations that

Another definition can imply that dynamical effects are are involved in a reaction cannot contribute to catalysis if
related to the availability of special coherent motions. In this they occur relatively slowly in the absence of the substrate,
way, the dynamical proposal implies that enzymes “activate” because their slow rate implies a preexisting barrier for the
a special type of coherent motions, which are not available reaction. A truly catalytic enzyme should push the free
in the solution reaction. Now, the difference between the energy minima of the reactant and product states close
reaction in enzyme and in solution cannot be accounted for together along the reaction coordinate (in the isolated enzyme
by evaluating the correspondingg* using nondynamical  surface) in order to minimize the reorganization energy.
Monte Carlo (MC) methods. In other words, if the results A yacent theoretical woiR® that was considered as a
from MC and MD are identical, then we do not have g 501t of the finding of ref 173 has attempted to evaluate
dynamical contributions to catalysis. Careful and systematic e gynamical contribution from the protein vibrations to the
studies (e.g., refs 17 and 171) have shown that the reactiongransmission factor of the erection of cyclophilin, and the
in both enzymes and solutions involved large electrostatic 5 thors of this report concluded that the dynamical contribu-
fluctuations. However, these fluctuations follow the Boltz- i, is significant. This study propagated trajectories from
mann distribution and, thus, do not provide dynamical e TS placing different amounts of kinetic energy in the
contributions to catalysis. protein normal modes. Unfortunately, this work involved

It has been suggested (e.g., ref 160) that dynamical effectsmajor problems. First, adding arbitrarily non-Boltzmann
are associated with the so-called nonequilibrium solvation energy to specific modes at the transition state, or any other
effects, which have been shown to be very problematic (seestate, has no relationship to correct rate theories. One has to
refs 17 and 87). Furthermore, it has been clearly demon- prove that these vibrations are populated in a non-Boltzmann
strated that the difference between the nonequilibrium way and then to use a correct density matrix or an alternative
solvation effects in enzyme and that in solution is an integral treatment to examine if there is any validity to such an
part of the difference between the corresponding activation assumption. In other words, adding arbitrary kinetic energy
barriers. in the direction of the product will certainly change the

Apparently, there is no single experimental finding that recrossing in any model and, thus, cannot serve as a way of
can be used to consistently support the dynamical hypothesisexamining the contributions of the protein mode; this
Most of the experiments that were used to support this challenging problem can perhaps be address by starting an
proposal have not compared the catalyzed and uncatalyzedassumed coherent mode from the ground state and examining
reactions and, thus, have not addressed the issue of catalysi$ the coherence is retained in the long time that it takes to
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reach the TS. Second, the same approach, whether justifiedquantum mechanical contributions are similar for the reac-
or not, should have been performed on the reference solutiontions in the enzyme and in solution and, thus, do not
reaction. Such a study would almost certainly reproduce a contribute to catalysis.
similar effecting solution and thus correspond to little or no
catalytic effect. 5.3. Correlated Modes Clearly Exist in Proteins,

Another recent theoretical attempt to support the dynamical but They Also Exist in Solution
proposal’® used transition path sampling to explore the

i i i K 87,188
catalytic reaction of lactate dehydrogenase (LDH). It was ha%g”g,{jt;g';ir?g I?gglggg'rf’(;/fvg?hht’d?:f%l;?ewroergfﬁase with
concluded that some trajectories in the TS region move in a y

. : MR. They found that site-directed mutations of the residues
concerted way and that some move in a stepwise path, and\I . :
this was usedyto imply that the enzyme dyngmics phelps to!na Ioop that undergoes relatlvely large backbone motions
catalyze the reaction. However, this study also involved had detrimental effects on catalysis, and they suggested that

several problems. First, no attempt has been made to evaluat«t-:‘h? Idynarprlhc_s of thes':{_e residues CO[:I% Ee Blmpirtant d for
the activation free energy and no comparison has been mad a iys'?gmsés s#gges |_or(1j wast sMupror < | ,E/ roo fstﬁn co-
to the uncatalyzed reaction, in contrast to earlier studies that YOTKErs: IW 0 cafrrlhe ou f"mu a |onsh 0 rezl

actually elucidated the role of the reduction in reorganization ternary complexes of the enzyme. However, these studies

; did not examine any of the transition states in the reaction
energy in the same enzyrh€. Second, the fact that the or demonstrate any dynamical effects on the rate constant.

reaction path may involve both concerted and stepwise paths .

has little to do with dynamical effects. It simply reflects the __MOre recent i.t“d'f; t(etr? refts t.fgmlz)ﬁha‘t’e.'e%:ﬁm

shape of the calculated reaction surface. It may also be usefu@'WINg recognition that the mutational €ftects in b

to point out that the transition path sampling approach may ref{lect eth_lu|l|br|um s:]rucftural e;‘]fects r:_e;thgr th%‘? dynamcalf

have been useful in exploring the activation free energy, but € ects. However, the focus has shiited to discussion o
P 9 9y correlated motions (e.g., refs 193 and 194) rather than of

the nature of the productive trajectories could be easily i i foct idered in Fi 11. Thi
explored by running downhill trajectories, as done in many 1€ reorganizalion efiects considered in Figure 11. 1his Seems
to create an impression that here we have a special catalytic

other studies (see ref 164). . SO
( ) effect with new implications beyond the concept of electro-

Other studies that emphasized the correlation between theg - yransition-state stabilization. However, the identification
protein motions rather than dynamical effects per se will be of correlated motions does not provide a new view of enzyme

considered in section 5.3. , catalysis, because reorganization of the solvent along the
consistent simulation studies found no evidence for dynami- yotions71.182 Correlated motions of an enzyme do not
cal contributions to catalysis. necessarily contribute to catalysis and, indeed, could be
Another related issue is associated with the suggestion thaidetrimental if they increase the reorganization energy of the
vibrationally enhanced tunneling (VET) plays a major role reaction. Our EVB and dispersed-polaron approaches de-
in enzyme catalysis (see, e.g., refs 162 and 163). Somescribed elsewhere (e.g., ref 87) consider the enzyme re-
workers (e.g., ref 163) assumed that there exists here anorganization explicitly and automatically assess the complete
entirely new phenomenon that makes TST inapplicable to structural changes along the reaction coordinates. A dispersed-
enzymatic reactions. However, the VET effect is not new polaron analysis of the type represented in ref 87, for
and is common to many chemical reactions in solutigrs: example, determines the projection of the protein motion on
Moreover, the VET is strongly related to the transition state the reaction coordinate and provides a basis for a quantitative
theory (TST). That is, when the solvent fluctuates and comparison with a reference reaction in solution. In other
changes the energy gap (see refs 171 and 179), the light atomvords, our studies indicated quite early that the motions along
sees a fluctuating barrier that allows in some cases for athe reaction coordinate involve many modes in both the
larger rate of tunneling. As shown in ref 171, these enzyme and solution reactions, but we could not find any
fluctuations are taken into account in the statistical factor of evidence that the existence of coupled modes contributes to
the classical TST and the same is true when quantum effectscatalysis.
are taken into account. Thus, the recent finding that the One may still wonder about the connection between
solvent coordinates should be considered in tunneling studiescorrelated motions and the effect of mutations on enzyme
is not new and does not mean that this effect is important in catalysis. However, the effect of distant mutations in DHFR
catalysis. is likely to be due to propagation of structural changes to
Hwang et al. were the first to calculate the contribution the active site region, as is the case in many allosteric systems
of tunneling and other nuclear quantum effects to enzyme (e.g., refs 82 and 112). The new active site configuration is
catalysist®? Since then and in particular in the past few years, then unable to provide the same preorganized environment
there has been a significant increase in simulations of as the native enzyme. In other words, the mutation can
guantum mechanicainuclear effects in enzyme reactions. change the curvature of the reaction coordinate and this
The approaches used range from the quantized classical patikthange can be described as the effect of coupled modes
(QCP) (e.g., refs 17, 183, and 184), to the centroid path (although such a description is neither predictive nor
integral approact®17°to vibrational transition-state theol§?, particularly useful). However, the issue is not the decomposi-
to the molecular dynamic with quantum transition (MDQT) tion of the reaction path to the different protein modes but
surface hopping methd@ Most studies did not yet examine  the height of the activation barrier. This barrier is determined
the reference water reaction and, thus, could only evaluateby the reorganization energy, which depends on the sum of
the quantum mechanical contribution to the enzyme rate the displacements of the different modes upon motion from
constant, rather than the corresponding catalytic effect. the reactant to the product state. Apparently, the mutations
However, studies that explored the actual catalytic contribu- lead to an increase in the distance between the product and
tions (e.g., refs 17, 164, 183, and 184) concluded that thereactant states and in fact to larger displacements of the
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modes that are projected on the reaction coordinate. This
means that the coupled modes reduce rather than increase
the catalytic effect.

Perhaps the most effective way to classify and quantify 20.0 -+
the effect of mutation energy is to use allosteric diagrams
of the type discussed in ref 132 and section 4.6. In this case,
the focus is on the transfer of information due to energy
coupling rather than just the correlation between simulated
structural changes, and the relationship to the active site
preorganization is clearer.

5.4. Near Attack Conformations (NACS)
Correspond to TS Stabilization

Bruice and co-workers have advanced the idea that “=|
enzymes catalyze reactions by favoring configurations in
which the reactants are pushed to a close interaction distance oo > P -
(e.g., ref 88). In most cases that we have studied, the energy @\.---f GL-- Gi--ja
associated with moving the reacting fragments from their 52 33 24
average configuration in water to the average configuration < R‘,pen>"’;S <R >;S <R >$S
in the enzymes was small, indicating that the corresponding _. . )
catalyc effet was elaively mndkinone case, uere ~FONE 10 LA esiaes o e ceciosiae eneiy o severe,
the NAC effe_ct appeared to b_e large, it was found _that th_e mole are indicated over the corresponding bars. Distances in
actual catalytic effect was attributable to electrostatic stabi- gngstroms are given for the separatiF())n bet%veen the carboxylate
lization of the transition stat®.In other words, the NAC  charge centers (designated by)J and for the distances between
effect evidently has been found to be a consequence rathelC; and G. The relative positions of the protein and water profiles
than the reason for the electrostatic catalytic effect. are set in a way that the binding energy®Bfs will correspond

The most notable example is chorismate mutase (CM), approximately to the observetGying (—5.6 kcal/mol). The TS free
whose RS and TS are illustrated in Figure 16. As discussed€Nergy in water includes a constant term that reproduces the
in ref 90, both the RS and TS of CM have similar charge corresponding observed value (since the LRA electrostatic contribu-

T o tion does not include the intermolecular activation energy). The
distributions, and thus, the same preorganization effects thatsame constant is used for the protein TS. (Reprinted with permission

stabilize the RS also stabilize the TS and lead to an apparentrom ref 90. Copyright 2003 American Chemical Society.) The
NAC effect by making the RS structure closer to that of the figure illustrates that the reduction in this RS energyRifl,

TS. However, this is an automatic result of the TS stabiliza- relative to the corresponding energy in water, and the fact that, in
tion rather than being the reason for catalysis (see also thewater, the energy afRfs is higher than that iR} simply

10.0 — [

AGggctro [kcal/mol]

00 —

caption of Figure 16). reflect the TS stabilization effect. That is, the protein field that
stabilizes the TS charges by 14 kcal/mol also stabilizes the RS
55 The Entropy Contributions of Bringing the charges (since the charge distribution is similar in the TS and RS).
Reactants Together Do Not Lead to a Large actual binding energies of the reactants in the ground and
Catalytic Effect transition states (see, e.g., ref 95). Most of the computational

studies that are claimed to favor the desolvation proposal
ave not included such calculations.

One of the best illustrations of the problem with the RSD
proposal has been given in the case of orotidiie 5
dnonophosphate decarboxylase (ODCé&&dlthough this
case was discussed extensively, it gained an additional
importance due to a recent experintéhthat justifies taking
this as specific general example. Now, the catalytic action
of ODCase was first proposed to involve the desolvation
effect??? This was shown to involve an incorrect thermo-
|dynamic cycle (e.g., ref 36). The elucidation of the structure
of this enzyme showed that its active site is extremely polar
(highly charged), but this led to a new RSD proposal where
the negatively charged groups of the protein destabilize the

5.6. Reactant State Destabilization by Desolvation carboxylate of the orotate substréteThis proposal was
o shown to be inconsistent with the nature of the system, since

Effects Does Not Provide a Large Catalytic Effect a destabilized orotate will accept a proton and become

The idea that enzymes reduce the activation barrier by stable3® Furthermore, careful computational study illustrates
desolvating and destabilizing the ground states of their that the protein works by TSS and not by RSD (see ref 36
reacting fragments has been put forward by many workers and discussion below). Finally, recent studies by Wolfenden
(e.g., refs 60, 83, 200, and 201). However, systematic and co-worker®32%4have provided strong evidence against
analyses have demonstrated that the TS is solvated muchhe RSD proposal. These studies demonstrated that mutations
more strongly in many enzymes than in the reference solutionof Asp96 and other residues that were supposed to destabilize
systemt?795|t is important to note that the only way to test the orotate led to weaker rather than stronger binding. As
the desolvation proposal computationally is to calculate the predicted in ref 36, this result is inconsistent with the RSD,

The idea that enzyme catalysis is associated with the
entropy loss upon substrate binding was advanced in the earl
work of Jencks and co-workéfs9 and has gained some
support in recent computational studi€s!®®*However, Villa
et al. have shown that this proposal is based on an incomplet
thermodynamic cyclé® The entropic contribution probably
cannot be large since the activation entropy in solution is
usually much smaller than one might assume. This reflects
the fact that the formation of the transition state does not
lead to loss of many degrees of freed&hiProblems with
the entropic proposal also have emerged from experimenta
studies of cytidine deaminase by Wolfenden and co-
workers!®®
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since destabilization of the RS should result in a reduction  The second point brought up in ref 91 involves the claim
of the binding energy. that the theoretical model of ref 36 that took the (orotate

All the above points were already discussed and analyzedLYs 72) as the reaction region is problematic (since Lys 72
extensively (e.g., ref 27), but the new experiment of Amyes 1S @ part of the protein), and thus, presumably this model
et al?2jlluminates the problem in a new light. These workers ¢annot be used to support the TSS idea. However, Warshel
reexplored the origin of the catalytic power of ODCase by €t al3 also obtained the same TSS results regardless of
studying the decarboxylation of a truncated substrate (calledWhether they included Lys 72 in the reaction region or the
EO) that lacks the 'Sphosphodianion part. They found that Surroundings (this is, of course, a requirement for any correct
while the reaction of this substrate is quite slow, the binding calculation). Itis just simpler to explain the catalytic effect
of exogenous phosphate dianion to ODCase results in aif one considers the Lys as a part of the reacting region.
80000-fold increase ifica/Km. This appeared to be in clear Fur_therm(_)re, m_cludln_g Lys _72 in the reaction center is as
conflict with the proposal that the presumed RSD is due to valid as mcludmg_ His 57 in the calculations _of serine
the binding free energy of thé-phosphodianion part of the proteases, and using His 57 as part of the reaction center is
substrate, which is supposed to induce extremely |argea'key element for any correct treatment of these enzymes.
reactant RSD and thus to catalyze the reaction (e.g., ref 50).Finally, Gao et al. arguéd that the treatment of the
In this proposal the negatively charged groups of the protein [orotate —Lys"] as an ion pair is incorrect, since presumably
are used to destabilize the carboxylate of the orotate. In fact,increasing the ion pair distance fromaté A (see Figure 3
this view has been used as a confirmation of Jencks’s pro-in ref 91) will increase the energy of the system by 28 kcal/
posal that enzymes work by using binding energies to de- mol. Here again, it is important to put the dlsc_usslon in terms
stabilize the ground state of the reactive part of the substrate Of Proper electrostatic concepts, before questioning consistent

However, the new work of Amyes et 2 indicates that energy treatments._That is, the fact that the ion pair dlst{:mce
the RSD idea is incorrect and, thus, cbnfirms 2 careful increases upon going to the TS has been established in the

analysis of this issue by Warshel ef&lThat is, as pointed ab initio calculations of ref 36, and it is also a fact that the

. . .. increase in energy in this process is smaller in the protein
out in ref 50, the GSD requires that the phosphate part will yo iy \ater. The energy goes down in this process relative
be bound so strongly that it would pull the chemical part to

its destabilizing environment. Unfortunately, the experiment to the case in water. Apparently, ref 91 ove_rlooked the fact
of Amyes et af® shows that the catalysis occurs in the that the same 28 kcal/m@as-phaseenergy increase also

b f 2 bond bet the phosphat dthe EO toccurs in the reference solution reaction. Furthermore, it also
absence ot a bond between he phosphate and the Par%yverlooked the fact that the 28 kcal/mol is almost completely
so that the presumed strain cannot be transferred betwee

T ; ompensated for by the increase in solvation and it is really
these parts. Of course, the binding of the negative part of around 3 kcal/mol (e.g., see Figure 16 in ref 93). Now

the substrate does help the active site to reach its propen,,; the protein preorganized polar environment does is to
preorganization and, thus, to use it for electrostatic stabiliza-

; X . X stabilize the ion pair much more than water d&€s.
tion of the TS. This, however, has little to do with the  Ajhough this point cannot be reproduced by the dielectric
classical idea of using binding energy for RSD.

. ) ' models considered in ref 91, it can be quantitatively
Despite the above experimental and theoretical demonstrareproduced by both microscopic and semimacroscopic
tion of the problems associated with the RSD proposal in electrostatic calculations. Here again, it is important to
the case of ODCase, some studies are still interpreted in term%mphasize the crucial importance of understanding the
of the likeliness of this .proposal. Thus, it is useful to consider energetics of ion pairs in proteins when exploring different
several of the seemingly strong arguments put forward hypotheses about enzyme catalysis.
against the TSS proposal in a recent reviéihe first point It might be useful to address at this point the atteffts
is related to the observation that the FEP bonding calculationsto formulate the presumed RSD as “catalysis by enzyme
of Wu et al® that serve asa basis for the RSD proposal did conformational changes”, proposing that the enzyme is
not reproduce the catalytic effect that was reproduced by pushed toward an unstable structure in the reactant state and
the PMF calculations by the same research group. Havingthen it relaxes to a lower energy structure at the TS.
two very different results from seemingly reliable calculations Unfortunately, this proposal has not been supported by
that supposedly explain a given experimental fact indicates consistent calculations. That is, the actual change in the
that one of them is problematic. This discrepancy was protein internal energyAGy, (in the notation of ref 91), can
explained by the argumetitthat FEP binding calculations  only be estimated at present by proper calculations of
of the RS and TS do not reflect the effect of the protein reorganization energy using either the Marcus parabola or
reorganization, and basically correspond to fixed protein py the LRA treatment (e.g., eq 10b). Instead, the existence
configurations. Unfortunately, this argument overlooks the qf 5 |arge negative contribution fromAG?, was inferred
fact that correct free energy calculations must reflect all fom the inconsistent assumption that the FEP difference in
effects including certainly the protein reorganization and, of pinging energies of the TS and RS (designated here by
course, complete the same overall thermodynamic cycle. TheAAGF_Ez) cannot reproduce the correct activation free en-
fact that FEP and PMF (“mbr?”a sampling) approac_hes must rgy blgince presumably the FEP results do not include the
obey the same thermodynamic laws has also been illustrate eoréanization energy

) o8 \ ;
In & recent WOH@' In fact, the problem W't.h the idea that Thus, it was assumed that we can use the relationship
FEP calculations do not reflect the reorganization energy can

easily be established by evaluating the free energy of a charge o o . _

in water, where half of the FEP result is associated with the AAGy, = AAGT = (AGynd(TS/19) éGbi“d(RSrRs))
solvent reorganization. The fundamental problem with the AAG" — AAGITY (14)
argument of ref 91, as well as the resulting concept of

catalysis by conformational changes, will be further consid-  However, as discussed abovAAG(, includes the
ered at the end of this section. reorganization energy and, when evaluated correctly, it is
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equal toAAGH, and the assumption thA]‘AG:;p: AAGF — and in solution. Adding the environmental effect to the
AAGEER is not justified. Probably the only way to get eq 14 energies of the diabatic state allows one to accurately
to work is to use a very large constraint on the protein, in €xamine the effect of changes in the environment on the

the TS and RS calculations, but such a treatment is verycharge transfer (CT) character of the given HB. This
problematic. approach has been used in quantitative studies of assumed

Basically, the catalysis is due to the pre-reorganization of HBS to the environmefft***and demonstrated that the LBHB

the active site as proposed and quantified in refs 36 and 206PToPosal cannot account for the catalytic effect of pre-
where the reorganization energy in the enzyme is positive °r9anized HBs.

but smaller than that in the water reaction. As to LthfeG;p

estimated in ref 91, it can be estimated correctly as a part of5.8. A Consistently Defined Covalent Catalysis

the reorganization energy (we say “a part’, since the full Does Not Account for Large Catalytic Effects

reorganization energy is associated with going to the product

state). Now, the reorganization energy in the case of ODCase The idea that enzyme catalysis resembles heterogeneous

is positive, since it compensates for the increase in the catalysis and the difficulty to quantify the energetics of

protein—substrate electrostatic interaction (upon moving to enzymatic reactions have led to the proposal that enzymes

the TS). Perhaps the main misunderstanding here stems frontatalyze reactions by covalent catalysihis idea was

the fact that ref 91 has not considered both the protein andformulated in a book that involved discussion of many

water by the same formulation and does not evaluate theenzymatic reactions but, unfortunately, no assessment of

reorganization in water. actual catalytic effects. Basically, it was argBéuht “it has
become more accurate, however, to say that catalyst alters

5.7. A Consistently Defined Low-Barrier Hydrogen the (uncatalyzed) chemical pathway of a reaction to one with

: : a lower activation energy”. This statement overlooks the
E?fggt éLBHB) Proposal Leads to Anticatalytic consideration of section 2 and the fact that, if this were the

actual effect of the enzyme, we would also have a reaction
P/vith the same low activation barrier in solution (this is our
reference state). A similar support to the covalent idea has
recently been advanced by Zhang and Hatiwho argued

that a major part of the catalytic power of enzymes should
be due to covalent effects, since the environmental effects
cannot be more than the maximum binding energy, which
they estimated to be around 15 kcal/mol. This assertion
involves several major problems: First, as explained above,
the origin of the catalytic effect is different from the origin

of the binding of the substrate (defined here as the reactant
state (RS) binding). Second, the factors assigned in ref 5 as
covalent effects are the well-known effect of not having the
same mechanism in the enzyme and in the reference solution
reaction, and thus, they have very little to do with the real
problem. Finally, as shown in section 2, we have clear cases
| with environmental contributions, which are much larger than

(e.g. ref 208) are irrelevant to enzyme active sites. All the 1€ 15 kcal/mol assigned arbitrarily as the upper limit of
current EVB studies (see discussion in ref 211 and the enwropmemal gf_fegts. ) ) _
molecular orbital QM/MM studies that reach a sufficiently At this point, it is instructive to consider the assertion that
quantitative level2-214 have contradicted the LBHB idea. the existence of different mechanisms in enzyme and solution
It might be useful to point out at this stage that, in contrast 1S qualified as covalent catalysis. The issue is how the
to some implications (e.g., ref 215), our considerations of €NZyme catalyzes its given reaction relative to the same
the LBHBI59216 are based on the EVB method, which is reaction in solution. Once we recognize this fact, we can
probably the best current approach to analyze the effect ofask whether the very large environmental effect of the
the environment on covalent and charge-transfer effects in€NZyme is associated with a covalent bonding between the
hydrogen bonding. That is, the EVB diabatic states and the active site and the TS of our well-defined reaction. In doing
covalent mixing terms are calibrated by forcing them to SO, We must realize that the nature ofthe TS in, for example,
reproduce the ab initio ground-state surface and the change§eneral base catalysis has very little to do with the partial

in the charge distribution during the reactions in the gas phasePond formation to the TSThis is simply the bonding within
the TS (which, of course, occurs both in the reference

solution reaction and in the enzyme). A well-known example

It has been proposed that some enzymes catalyze thei
reactions by forming so-called low-barrier hydrogen bonds
(LBHBs) with charged transition staté%:29720° The only
significant distinction between this suggestion and the idea
that preorganized hydrogen bonds stabilize the TS in the
enzyme electrostaticallyis that an LBHB is a partially
covalent (delocalized) bond such as a bond of the form
Y ~%-++H---X~% where X can be, for example, a negatively
charged oxygen atom of the solute in the TS (another
example is given in Figure 17). Warshel and Papa®/an
showed that an LBHB would lead to a reduction rather than
an increase in the solvation of the TS and, thus, would have
an anticatalytic effect. Enzymes appear to do a better job in
stabilizing the TS with localized charges rather than with
delocalized charge®.it is important to realize that gas-phase
calculations that were used to support the LBHB proposa

Oxyanion of a legitimate covalent proposal is the low-barrier hydrogen

—< -5 m N ‘\Cl 50 ion hol bond (LBHB) proposal (Figure 17), which explicitly assumes

Asp 1020"H"N‘\7 —H o \Hvﬁixyamon ole a partial covalent bonding between the TS and enzyme
N hydrogen bonding donors.

A . . .
Figure 17. lllustration of the LBHB proposal for serine proteases. The interest in the covalent proposal reflects difficulties

The figure demonstrates a valid covalent proposal (that might or to ratlonallze.a large environmental Stablllzathn (this is a
might not be correct), where the active site groups (Asp 102 and Part of the rationale of ref 5), but the corresponding proposal
the oxy-anion hole) form a partial covalent bond to the TS of the IS not useful unless it is stated correctly and explicitly, and
reacting system. thus can be actually analyzed. At present, any consistent
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computational and conceptual attempt to examine the demonstrate that the contributions from other factors and
covalent proposal has resulted in the finding that the proposals are relatively small. This was done in the present
corresponding catalytic effect is either very small or non- review by considering various proposals and summarizing
existent. Basically, it was found that the enzyme environment studies that established the problems with those proposals.
provides more stabilization to the localized TS charges than Thus, although it is reasonable to assume that evolution has
to the delocalized charges of the partially covalent arrange- exploited many possible catalytic effects, it appears that, with
ment>® Of course, one should examine seriously new specific the exception of the electrostatic preorganization effects, most
covalent proposals, but no such proposal has been putof the mechanisms that have been proposed do not lead to

forward in ref 5 nor analyzed in that work. significant catalytic effects. Of course, our findings cannot
be extrapolated to enzymes that have not yet been studied.
6. Problems with the Catalytic Antibody But the only way to examine the feasibility of a proposed
Proposals Reflect Difficulties with Creating a effect is to assess its magnitude in a variety of known
Proper Preorganized Environment enzymes, and the finding that a particular effect is relatively

At this point in the review. it is useful to discuss the lesson unimportant in all of these test cases indicates that this effect
P ’ cannot contribute significantly to catalysis.

from the field of catalytic antibodies. That is, studies of It is important to comment here on the possible percention
catalytic antibodies played a prominent role in the realization P X P € p p
that our attempts to analyze different catalytic proposals

that enzymes stabilize transition states, since the antibodies

were raised against haptens that were considered to be T%i\t/r? I\c/)tehzrlas?llj%rirlcal(s: ‘wg flér;TEt}r?:tstsr?ewo;?Clﬁaorlgheroprgg:rirrl]s
analogueg!® 22! However, because the catalytic power of : y way 1o prog

such antibodies is usually much smaller than that of natural this field is to use a clear energy-based analysis and to insist

enzymes, some workers have concluded that TS stabilizationt'2t this analysis will satisfy the laws of physics and
chemistry. In doing so, it is crucial to clarify what has been

cannot account for the full catalyti_c power of enzymes, an_d eant by different proposals (e.g. dynamics, desolvation
it has been suggested that the antibodies have less dynamlceg]SD entropic catalysis, etc.) .T.he insisteﬁce on clear,

6 ;
power than enzymes? In one_of the few computqtlonal .__definitions and unique formulations is probably the best way
studies that have addressed this point, the charge dlstr|but|or}o move from a state where all proposals are equally valid

in the TS of the reaction catalyzed by chorismate mutase to a situation where some proposals can be eliminated, and
was found to be quite different from that in the TS analogue & > a1 ¥ prop ’
this review is in some respect an attempt to encourage the

used to elicit a catalytic antibody for the same reactfn. readers to apply logical considerations (regardless of whether
In many cases, it is not surprising that the catalytic antibody they agree with our perspective or not).

would be less effective than the enzyme, since the enzymatic In summary. the present study and related works hav
reaction involves several transition states with similar ener- Sg q a?:lg’ar se P ﬁrsteto tfug Yea tha'?glleectros?ati T%Se
gies and ainglehapten cannot mimic the charge distribution provi upp View :

in more than one of these stafésRelated considerations is the most important factor in enzyme catalysis!|t also

with regard to the difficulties of preparing perfect transition- 2PP€ars that the issue in studies of enzyme catalysis is not
state analogues were eloquently presented in a recent WorlIhe reformulation of transition-state theory but the ability to

23 evaluate the activation free energy in a reliable way,
of Schramn: including, if needed, quantum corrections. We believe that
7 Conclusions the accelerated increase in theoretical studies will provide

] . . o growing support to the electrostatic proposal and that the
This review examines the nature and origin of the apility of such theoretical studies to reproduce experimental
enormous power of enzymes. We started by defining and observations will lend credibility to their ability to dissect

quantifying the catalytic effect. This was done by clarifying the overall catalytic effects to their key components and thus

the importance of defining a proper reference state. In doingto establish the origin of enzyme catalysis.

so, we defined a “chemistry-free” reference state that involves
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has never been a part of the real puzzle of enzyme catalysis.
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